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Revision History

The following table lists the revisions of this document.

Table 1: Revision History

Revision Change Description

Revision 02 Added a description regarding increase in the number of cluster nodes supported
for OAW-RAPs in the cluster chapter.
Revision 01 Initial release.
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About this Guide

This User Guide describes the features supported in AOS-W 8.x and provides instructions and examples to
configure Mobility Master, managed devices, and access points. This guide is intended for system
administrators responsible for configuring and maintaining wireless networks and assumes administrator
knowledge in Layer 2 and Layer 3 networking technologies.

E Throughout this document, branch Switch and local Switch are termed as a managed device.
NOTE

This chapter covers the following topics:
m  What's New In AOS-W 8.6.0.0 on page 21

m  Fundamentals on page 25

m System Requirements on page 27

m  Supported Browsers on page 28

m Related Documents on page 28

m  Conventions on page 29

m  Contacting Support on page 29

What's New In AOS-W 8.6.0.0

This section lists the new features, enhancements, or hardware platforms introduced in AOS-W 8.6.0.0.

New Features

Table 2: New Features in AOS-W 8.6.0.0

Enhancements Description

802.11mc Fine Timing 802.11 mc Fine Timing Measurement (responder mode only) can be
Measurement enabled on OAW-AP510 Series access points by navigating to
Configuration > System >Profiles > Wireless LAN >

Virtual AP > Advanced setting.

AP Conversion A new command, ap convert, is introduced to convert OAW-APs or
OAW-RAPs to OAW-IAPs. You can convert the APs, AP lists, or AP groups
using local-flash or local image server options like ftp, tftp, http, https, or
scp by copying the downloaded image from Alcatel-Lucent support to the
local ftp/tftp/scp server.

AP Fast Recovery The OAW-AP530 Series and OAW-AP550 Series APs support fast
recovery process in the affected radio when there is a firmware assert.

BSS color and BSS Color Switch The Alcatel-Lucent 802.11ax-based access points like AP-505, OAW-
Count AP515, OAW-AP534. OAW-AP535, and OAW-AP555 support BSS coloring
mechanism. You can set the number of times the BSS color switch
announcements are sent in beacons before switching to a new color.
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Enhancements Description

Bulk Configuration of Stand-
alone Controller Deployment

AOS-W supports bulk configuration of stand-alone controllers by
replacing the configuration files in the stand-alone controllers and
rebooting them.

Centralized Licensing Support for

IPv6

AOS-W supports the centralized licensing feature in an IPv6 network,
where both license servers and license clients contain IPv6 addresses
configured on the managed device. The managed device containing IPv4
or IPv6 address acts as the license client and communicates with the
license server containing IPv6 address to obtain the available licenses.

Configuring Destination Port for
Syslog Server

Users can configure the destination port for syslog server by navigating
to Configuration > System > Logging in the Managed Network node
hierarchy.

Configuration Using APIs

AOS-W supports a config replace API, which is used to configure a node
or device with specific configurations.

Custom SIP

Custom SIP classifies and prioritizes the SIP media traffic that is
compliant with SIP protocol but uses non-standard port for SIP signaling.

Downloading Log Files

Users can download the log files of Flash file system, Startup
configuration and Running configuration to their local system by
navigating to Diagnostics > Technical Support > Copy files under
Mobility Master node hierarchy.

Enhancements to EST Profile

The following EST enhancements can be configured by the user:
m User name and password for EST authentication.
m Organizational Unit Name.
m Arbitrary levels for EST enroliment and re-enrollment.
m Change the username/password and challenge password field
without de-activating and re-activating the EST profile.

Enhancements to OAW-AP325
and OAW-AP335 access points.

OAW-AP325 and OAW-AP335 access points can now detect LTE-U
signals in the WLAN spectrum.

Enhancements to OAW-AP510
Series access points.

The OAW-AP510 Series campus APs now support the following features:
512 client support

DL-MU-MIMO

Spectrum analysis

BSS coloring support

Enhancements to OAW-AP530
Series and OAW-AP550 Series
access points.

The OAW-AP530 Series and OAW-AP550 Series campus APSs now
support the following features:

3G /4G USB modems

Wi-Fi Hotspot

1024 client support

Spectrum analysis

Real Time Protocol Analysis (RTPA) support

Enhancements to OAW-AP550
Series access points

AOS-W supports tri-radio mode in OAW-AP550 Series access points. In
Split 5 GHz or tri-radio mode, radio 0 will operate in lower 5 GHz band
range scanning channel 36-64 and radio 2 will operate in upper 5 GHz
band scanning channel 100-165. Radio 1 will operate in full 2.4 GHz band
scanning channel 1-13. Tri-radio mode supports the following features:

m ClientMatch

m Station Management

m AirMatch

m SAPD/SAPM
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Enhancements Description

m Spectrum Analysis
m Cluster

m MultiZone
m Mesh

m Firmware

Configuring loT Transport Profile | AOS-W allows configuration of loT transport profiles through the WebUI.

loT Support for ABB Sensor AOS-W supports the ABB ability smart sensors and forwards the loT data
from these sensors over Telemetry-HTTPS and Telemetry-websocket
server types.

loT Support for AmberBox AOS-W supports the AmberBox detectors and gateways that connect to

Sensor a USB port on an AP. The AP relays the traffic from the AmberBox
detector or gateway to a destination server.

|oT Support for MySphera Tag AOS-W supports MySphera tags that provide BLE-based asset tracking
services.

loT Support for Nordic Zigbee AOS-W supports Nordic Zigbee USB dongle to provide IoT services on

USB Dongle APs which do not have an integrated Zigbee radio.

|oT Support for Proxy Server AOS-W supports proxy server that can receive and relay loT data to its

final destination.

loT Support for Wi-Fi RTLS and The Wi-Fi RTLS and BLE telemetry streams are combined into a single
BLE Telemetry Streams telemetry stream in the IoT transport profile.
loT Vendor Filter AOS-W supports a vendor filter that can be either the vendor name or

vendor ID of an loT device.

IPv6 Support for Mobility Master | AOS-W provides IPv6 support for Mobility Master’s Layer-2 and Layer-3
Redundancy Methods redundancy configuration, as well as establishes communication
between Mobility Masters and managed devices using VPNC. This
feature allows seamless migration of network infrastructure to IPv6
without compromising the Mobility Master redundancy.

Increase in global ap table size | AOS-W supports anincrease in global ap table size to ensure that the
users can view all the APs operating in a dense environment and detect
or monitor more number of rogue BSSID entries.

Increase in cluster node size for AOS-W supports up to a 12 node cluster for OAW-RAPs. Now, the OAW-
OAW-RAPs RAPs can terminate on a cluster with more than 4 nodes.

IPsec Tunnels using GCM ciphers | IPsec tunnels can be now established between managed devices and
APs using GCM ciphers.

Managing AP Whitelists AOS-W provides support for ClearPass Policy Manager to whitelist OAW-
RAPs in a cluster environment.

Managing Blacklisted Clients Users can manage blacklisted clients in both stand-alone Switches and
Mobility Masters using the WebUI. AOS-W now forwards the client
blacklist to the database of all the managed devices in a Mobility Master.

Multi Band Operation (MBO) AOS-W provides Agile Multiband support on 802.11ax capable APs. MBO
enables the network to utilize the available spectrum efficiently, and
helps in optimizing connectivity experience for the end-users.
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Enhancements Description

Uplink Routing using Nexthop
Lists

AOS-W supports IPv6 address for next-hop lists in policy-based routing.

Per-Command Authorization for
Management Users

AOS-W supports per-command authorization for management users
with TACACS+ servers running on ClearPass Policy Manager. This
feature gives flexibility in determining commands to be allowed for each
management user at each configuration node.

Role-Based ACL

Role- based ACL can now be applied to users in different Switches by
configuring a policy domain group profile.

Spoofed Deauth Blacklisting

The spoofed deauth blacklist feature is not supported.

Support for stateful failover for
roaming clients

Starting from AOS-W 8.6.0.0, during a UAC failure, hitless failure of high-
value application traffic such as voice is supported when the client
roams between BSSIDs.

Support for new 4G modems on
OAW-RAPs

OAW-RAPs support the use of Inseego Skyus SC4 USB 4G modems to
provide internet backhaul on a network.

Support for Enhanced Open
Security in Decrypt-Tunnel Mode

AOS-W supports enhanced open security in decrypt tunnel mode for all
access points and managed devices.

Support for WPA3 in Decrypt-
Tunnel Mode

AOS-W supports WPA3 in decrypt tunnel mode for all access points and
managed devices.

SES-Imagotag Cloud TLS
Authentication

AOS-W allows an AP with ESL USB dongle to connect to the SES cloud by
using TLS authentication.

Hanshow ESL Gateway

Hanshow ESL gateway provides electronic shelf label services.

WebRTC Prioritization

WebRTC prioritization prioritizes the media traffic from WebRTC sources
and provides better end user experience, dashboard visibility of all
WebRTC applications like voice, video, and application sharing, and call
quality monitoring for audio calls.

ZTP using DHCPv6 options

DHCPv6 options help ZTP managed devices get master information
when the users are unable to use Activate. Option 16 provides vendor
information and the Option 17 provides information such as master IPv6
address, VPNC information, and so on.

Table 3: New Hardware Platforms in AOS-W 8.6.0.0

Check with your local Alcatel-Lucent sales representative on new managed devices and access points

availability in your country.

Hardware Description

500 Series campus access points

The 500 Series campus access points (AP-504 and AP-505) are high-
performance, dual-radio wireless devices that can be deployed in either
Switch-based (AOS-W) or Switch-less (AOS-W Instant) network
environments. These APs deliver high performance concurrent 2.4 GHz
and 5 GHz 802.11ax Wi-Fi (Wi-Fi 6) functionality with 2x2 MU-MIMO
technology.
The APs provides the following capabilities:

m |EEE 802.11a, IEEE 802.11b, IEEE 802.11g, IEEE 802.11n, IEEE

802.11ac, and IEEE 802.11ax operation as a wireless access point

m Compatibility with IEEE 802.3af PoE
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Table 3: New Hardware Platforms in AOS-W 8.6.0.0

| | Check with your local Alcatel-Lucent sales representative on new managed devices and access points

availability in your ntry.
T ailability in your country

Hardware Description

m Integrated BLE radio
For complete technical details and installation instructions, see Aruba
500 Series Campus Access Points Installation Guide.

Fundamentals
Mobility Master can be accessed through three different interfaces for maximum visibility and functionality:

m  WebUI on page 25

= Cllonpage25
m |SON APIs on page 27

WebUI

Mobility Master supports up to 320 simultaneous WebUI connections. The WebUl is accessible through a
standard Web browser from a remote management console or workstation. The WebUI includes configuration
tasks. The tasks are:

m Provision New APs— Campus AP or Remote AP configuration.

m Create a New WLAN— Create and configure new WLAN(s) and associate with an AP group.

m Define WIP Policy— Define WIP policies and assign to AP groups.

m Bulk Configuration Upload— The Bulk Edit template (in Excel sheet) on the managed device allows you to
specify the static IP assignment for individual managed devices.

m Upgrade Controllers— Upgrade the managed devices.

m Reboot Controllers— Reboot the managed devices.

m  Show Upgrade Status— Display the upgrade status of the managed devices.

In addition to the tasks, the WebUI includes a dashboard that provides enhanced visibility into your wireless

network’s performance and usage. This allows you to easily locate and diagnose WLAN issues. For details on
the WebUI Dashboard, see Dashboard Monitoring.

CLI

The CLI is a text-based interface accessible from a local console connected to the serial port on the Mobility
Master or managed device or through a Telnet or SSH session.

By default, you access the CLI from the serial port or from an SSH session. You must explicitly enable Telnet on your

R Mobility Master in order to access the CLI via a Telnet session.

When entering commands remember that:

m commands are not case sensitive

m the space bar completes your partial keyword

m the backspace key erases your entry one letter at a time

m the question mark (?) lists available commands and options
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Important Points to Remember

m The Mobility Master architecture spawns a new CLI session every time a user logs in to the CLI through
Telnet, SSH, or Console. Since each CLI session is processed independently, multiple sessions do not block
one another.

m Seethe AOS-W CL/ Reference Guide for more information on the new commands and parameters that are
introduced to support new functions.

m Configurations must be performed in the context of a node in the configuration hierarchy. Users with the
necessary privileges can change the node context on the CLI prompt.

m Users are required to commit configurations on Mobility Master before the configurations can be pushed
and applied to the device.
Remote Telnet or SSH Session from Mobility Master

An administrator can initiate a remote telnet or SSH session from the Mobility Master to a remote host. The
host can be a Mobility Master, managed device, or a non-Alcatel-Lucent host.

This feature is supported from the SSH session of the Mobility Master.

To initiate a telnet session from the Mobility Master to a remote host:

1. Initiate an SSH session to the Mobility Master.

2. Execute the telnet <host> [port <port-num>] command.

host: IPv4 or IPv6 address of the remote host.

port <port-num>: Telnet port number of the remote host. This is an optional parameter.

3. Once successfully connected, the remote host prompts the credentials. Enter the remote host
credentials.

To initiate an SSH session from the Mobility Master to a remote host:
1. Initiate an SSH session to the Mobility Master.
2. Execute the ssh <username> <ip_addr> command.
username: Username of the remote host.
<ip-addr>: IPv4 or IPv6 address of the remote host.

Once successfully connected, the remote host prompts the credentials.
3. Enter the remote host credentials.

To end the remote host session, execute the exit command. The remote host displays the following message:

(host) [remote] #exit
Connection closed by foreign host.
(host) [mynodel]#

Important Points to Remember

m The Mobility Master architecture spawns a new CLI session every time a user logs in to the CLI through
Telnet, SSH, or Console. Since each CLI session is processed independently, multiple sessions do not block
one another.

= New commands and parameters have been added to support new functions and provide increased
visibility. See the AOS-W CLI Reference Guide for more details.

m Configurations must be performed in the context of a node in the configuration hierarchy. Users with the
necessary privileges can change the node context on the CLI prompt.
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NOTE

m Users are required to commit configurations on Mobility Master before the configurations can be pushed
and applied to the device.

Limitations
This feature has few limitations. They are:

m This feature is supported from the SSH session of only the Mobility Master.

m Thereis an inactivity timeout for the CLI sessions. When an administrator initiates a remote session (inner)
from the Mobility Master's SSH session (outer), and the remote session takes more time than the inactivity
timeout session, the outer session times out although the inner session is active. The administrator has to
log back in to the outer session once logged off from the inner session.

m Designated telnet client control keys do not work for remote telnet sessions. When an administrator
initiates a remote telnet session (inner) from the Mobility Master's SSH session (outer), the designated telnet
client control keys functions for the outer SSH session only. The administrator should designate unique
control keys for each remote telnet sessions.

Seamless Logon

The Seamless Logon feature enables you to login from the Mobility Master to a managed device without
entering a password. The user can remotely login from a centralized location (Mobility Master) to any managed
device and execute the show and action commands. To login to a managed device, execute the logon
<device-ip> command on the Mobility Master CLI:

(host) [mynode] #logon 192.0.2.22

Last login: Tue Jul 12 04:34:37 2016 from 192.0.2.81
(host-md) #

AOS-W 8.x does not support Seamless Logon in the master Switch mode.

JSON APIs

JSON APIs are exposed for all configuration objects in Mobility Master and client location information from the
ALE. Configuration APIs allow users to send configurations to Mobility Master and view those modifications
through their own management system (CLI or WebUI). APIs in an operational state are also exposed. ALE APls
return client location information through the ALE server. Though most of this data is structured in the JSON
format, some data may be arranged in a pre-formatted string. For more details on J[SON APIs, refer to the AOS-
W NBAPI Guide. For more information about ALE APIs, refer to the Analytics and Location Engine API Guide.

System Requirements

Listed below are the minimum Hypervisor host system requirements for AOS-W to run as a guest VM and the
resources required for the VM to be functional:

It is not recommend to over subscribe the processors, memory, and NIC ports on the VM.
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Table 4: System Requirements

Host Requirements

Alcatel-Lucent
Mobility Master
Virtual Appli-
ance

Virtual Mobility Switch

Quad-core Core i5 1.9 GHz CPUs or
Faster (hyper-threading enabled)

Minimum 3
cores (6 hyper-
threading cores)

Minimum 2 cores (4 hyper-
threading cores)

Memory 16 GB 8 GB
Physical NIC ports 2 2
NOTE: One NIC port is shared with the

host management and the second is

reserved for datapath.

Disk space 64 GB 32GB

Other Specifications

The Mobility Master runs on a virtual machine that is deployed through an OVF/OVAfile.

Prerequisites for deploying the Mobility Master:

vSphere Client 5.1 or 5.5 must be installed on a Windows machine. Support for vSphere Web Client and
vCenter is available on ESXi versions 6.0 and 6.5.

vSphere Hypervisor 5.1, 5.5, 6.0, or 6.5 must be installed on the server.
An OVF/OVA template must be accessible from the ESXi host.
VMware Enterprise Plus license must be installed on the Hypervisor.

Supported Browsers
The following browsers are officially supported for use with the AOS-W WebUI:

Microsoft Internet Explorer 11 on Windows 7 and Windows 8
Microsoft Edge (Microsoft Edge 38.14393.0.0 and Microsoft EdgeHTML 14.14393) on Windows 10
Firefox 48 and higher on Windows 7, Windows 8, Windows 10 and macOS

Apple Safari 8.0 or later on macQOS
Google Chrome

Related Documents

The following guides are part of the complete documentation for the Alcatel-Lucent user-centric network:

AOS-W Release Notes
AOS-W Getting Started Guide
AOS-W User Guide

AOS-W CLI Reference Guide
AOS-W Migration Guide
AOS-W API Guide

Alcatel-Lucent Mobility Master Licensing Guide

Alcatel-Lucent Virtual Appliance Installation Guide
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m Alcatel-Lucent Wireless Access Point Installation Guide

Conventions

The following conventions are used throughout this document to emphasize important concepts:

Table 5: Typographical Conventions

Type Style Description

italics This style is used to emphasize important terms and to mark the titles of books.

system items This fixed-width font depicts the following:

m Sample screen output

m System prompts

m File names, software devices, and specific commands when mentioned in the text

commands In the command examples, this bold font depicts text that you must type exactly as
shown.
<arguments> In the command examples, italicized text within angle brackets represents items that

you should replace with information appropriate to your specific situation. For example:

# send <text message>
In this example, you would type “send” at the system prompt exactly as shown, followed
by the text of the message you wish to send. Do not type the angle brackets.

[optionall Command examples enclosed in brackets are optional. Do not type the brackets.

{Item A | Item | Inthe command examples, items within curled braces and separated by a vertical bar
B} represent the available choices. Enter only one choice. Do not type the braces or bars.

The following informational icons are used throughout this guide:

E Indicates helpful suggestions, pertinent information, and important things to remember.

HOTE

/\ Indicates a risk of damage to your hardware or loss of data.

CAUTION

% Indicates a risk of personal injury or death.
WARNING

Contacting Support

Table 6: Contact Information

Contact Center Online

Main Site https://www.al-enterprise.com

Support Site https://businessportal2.alcatel-lucent.com
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Contact Center Online

Email ebg _global_supportcenter@al-enterprise.com
Service & Support Contact Center Telephone

North America 1-800-995-2696

Latin America 1-877-919-9526

EMEA +800 00200100 (Toll Free) or +1(650)385-2193
Asia Pacific +65 6240 8484

Worldwide 1-818-878-4507

| About this Guide AOS-W 8.6.0.0 | User Guide


mailto:ebg_global_supportcenter@al-enterprise.com

Chapter 1
obility Master Configuration Hierarchy

Mobility Master (AOS-W 8.x.x.X) uses a centralized, multi-tier architecture under a brand new Ul that provides a
clear separation between management, control, and forwarding functions. The entire configuration for both
the Mobility Master and managed devices is set up from a centralized point, thereby simplifying and
streamlining the configuration process. Mobility Master consolidates all-master, single master-multiple local,
and multiple master-local deployments into a single deployment model.

Whereas, the architecture of AOS-W 6.x and earlier versions consist of a flat configuration model that contains
global and local configurations. The global configurations are applied to the master Switch which propagates
those to its local Switches. The local configurations are applied to the master or the local Switch directly.

Mobility Master takes the place of a master Switch in the network hierarchy. Mobility Master oversees Switches
that are co-located (on-premises local Switches or off-campus branch office local Switches). All the Switches
that connect to Mobility Master act as managed devices.

This section provides details on the following topics:

m  Understanding Configuration Hierarchy on page 31

m  Centralized Configuration on page 33

m Configuration Validation on page 38

m Serviceability on page 38

m  Mobility Master User Interface on page 40

Understanding Configuration Hierarchy

The Mobility Master hierarchy simplifies the configuration process by supporting multiple configurations for
multiple deployments using a single Mobility Master. Configuration elements can be mapped to one or more
end devices, such as a managed device or VPN concentrator. Common configurations across devices are
extracted to a shared template, which merges with device-specific configurations to generate the configuration
for an individual device.

Figure 1 Example of the Configuration Hierarchy

md
domain1 domain2
I I Imm/mynode
Device m1 Device m2
Specific Specific

‘.....

!
—

Imd/d1/m1 /md/d2/m2

AOS-W 8.6.0.0 | User Guide Mobility Master Configuration Hierarchy |



Figure 1 provides an example of the configuration hierarchy. The solid lines represent the hierarchy, the dotted
arrows represent the device mapping, and each box represents a node in the hierarchy. When a device is added
to Mobility Master, it must be mapped to a node or node-path in order to inherit configurations from the
hierarchy. An explicit configuration node is also created for each device so that any device-specific
configurations can be added directly to that node. Any device that is managed by Mobility Master is known as a
managed device. For example, device m2 in Figure 1 retrieves all device-specific configurations from the
Device m2 Specific node. Since the Device m2 Specific node is mapped to the domain2, md, and Root
nodes, the device also receives configurations from those nodes.

Each node contains a unique combination of common and device-specific configurations. The root node
appears by default upon logging in to Mobility Master CLI.

The configuration hierarchy contains the following nodes and node structure:

Table 7: Nodes and Node Structure
Category Node Name Node Description

Mobility Master / Configurations common to Mobility Master and its managed
devices (the root node).

NOTE: Configuration changes are not allowed on the root
node.

/md Configurations common to all managed devices. The user can
create additional nodes under this node.

/mm Configurations common to the primary and standby Mobility
Master (VRRP pair).

/mm/mynode Configurations specific to a particular Mobility Master. This
can only be edited on the respective Mobility Master.

Stand-alone Switch /mm Configurations common to the primary and standby stand-
alone Switches (VRRP pair).

/mm/mynode Configurations specific to a particular stand-alone Switch. This
can only be edited on the respective stand-alone Switch.

The term "mm" refers to Mobility Master and "md" refers to managed device.

HOTE

Configurations for a node are obtained by traversing the node-path from the root node to the given node. For
example, the m1 device in Figure 1 receives configurations from all nodes along the Root > md > domain1 >
Device m1 Specific node-path. Configurations that are set lower in the hierarchy (child node) can have more
precedence than the same configurations set higher in the hierarchy (parent node), depending on the
configuration type. In a single-instance configuration, such as the ESSID name, configurations from a child or
device-specific node override common configurations from a parent node. In a multi-instance configuration,
such as a server in an Auth Server group, configurations from a child node are placed in addition to the parent
node configuration. For example, if a parent node specifies two radius servers and the child node specifies
three radius servers, the device is provisioned with a total of five radius servers.

The configuration hierarchy is not the same as the physical topology. The hierarchy provides a simple way to
organize configurations so that configuration elements can be shared across multiple devices without being
duplicated. Configurations that are added to the root node, for example, are applied to all nodes within the
hierarchy, while configurations that are only applied to a specific region override configurations for the
corresponding child nodes. Order-dependent configurations, however, cannot be overridden. These
configurations can only be set up once in the network hierarchy. For example, if a aaa server-group is
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configured on a parent node, it cannot be edited at the child node. Configuration hierarchies are tailored and
organized to meet the unique needs of each customer.

Understanding the Node Hierarchy

You can view the hierarchy of the devices and groups on a Mobility Master at a global level. Mobility Masters
are placed into the /mm group and managed devices are in the /md group.

» /md—This is the global or root level where anything configured is applicable to all the nodes globally. It is
recommended not to edit or add additional configuration at this level.

= /md/<group name>— This is used to differentiate the sites physically or by the type of deployment such
as DMZ, Branch, Campus, RAPs, and so on.

When you log in to the Mobility Master, you are placed in the /mm/mynode prompt by default.

Navigating through Node Hierarchy

You can use one of the following two commands to navigate to any node from the current node:

s change-config-node

= cd

Both commands auto complete the group or folder names. You can also use the device hostname as an alias to

navigate to a device node in the hierarchy. In doing so, your prompt changes to reflect where you are in the
hierarchy:

(host) [mynode] #change-config-node Aruba7010
(host) [00:00:86:99:97:57] #

To know your current node, execute the following command:

(host) [00:00:86:99:97:57] #pwd
/md/Home-Production/00:0b:86:99:97:57

If you need to navigate one group up in the hierarchy, execute the following command:

(host) [00:00:86:99:97:57] #cd ..
(host) [Home-Production] #

Centralized Configuration

Mobility Master uses a centralized configuration application to maintain all configurations under the
management domain, eliminating the use of multiple points of contact to apply global and local configurations
to each managed device. You can organize all common configurations at a higher level of the hierarchy.

This section includes the following topics:
= Mobility Master Configuration on page 33

=  Allowed Node Operations on page 34

m  Access Permissions on page 34
m  Bulk Edit on page 35

= onpage35
m Validation and Application Processes on page 36

Mobility Master Configuration

The Mobility Master that provides this configuration service to other devices in the network also contains its
own configuration. The Mobility Master configuration is obtained through nodes in the hierarchy labeled /mm
or /mm/mynode. Configurations under the /mm node, which are shared by the redundant Mobility Master
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pair (primary and standby Mobility Masters), are synced to the standby Mobility Master. Configurations under
/mm/mynode are synced to individual Mobility Master devices.

Allowed Node Operations

The following node operations are allowed on Mobility Master:

m Create Node: Creates a new node as the child of an existing node in the configuration hierarchy (system-
generated or user-created)

m Add Device: Associates a device to an existing node in the hierarchy. This device inherits configurations
from all nodes between the root node and the device (node-path).

m Delete Node: Deletes an existing user-created node or node without any child nodes. System-generated
nodes cannot be deleted. Only leaf nodes without any child nodes can be deleted.

m Delete Device: Deletes a currently associated device from the configuration hierarchy. This will cause the
device to reload and erase all configurations received from Mobility Master.

= Clone Node: Copies the configuration of an existing node into a new node. The new node is created as a
child of an existing node in the hierarchy.

m Move Node: Moves an existing user-created node in the hierarchy to the specified destination node.
System-generated nodes cannot be moved. Ensure the following points while moving a node or device,
otherwise the move operation will fail:

e The nodeto be moved is a leaf node and does not have any group node or a device node as a child node
under it.

e No configuration is pending on the parent nodes of the child node to be moved.

e The configuration on the node to be moved is complaint with the configuration in the new ancestor
nodes chain.

m  Rename Node: Renames the existing node name to the specified name. The node paths of the child nodes
under the renamed node are automatically updated.

m Drag and Drop Node: Allows you to move any Switch from one group to another group within the
hierarchy, without deleting the Switch from the Mobility Master.

Moving multiple Switch or group within the network hierarchy is not supported.

m Edit Action: Allows you to rename a Switch or a group in the managed network hierarchy.

Refer to the AOS-W Command Line Interface Reference Guide for more details on the configuration commands
for node and device management.

Access Permissions

The Mobility Master management domain can be large and widespread across various geographic regions. In a
Mobility Master, the editing scope of the admin user can be restricted to individual node-paths within the
configuration hierarchy, unlike the legacy AOS-W management domain where an administrator can modify any
configuration in the system.

Each management user is granted editing permissions for a given node, allowing the user to modify the
configuration for that node and any child node within its node-path. The user, however, cannot modify any
parent nodes or nodes on a different path in the hierarchy. Users can view configurations for any node in the
hierarchy to refer to a parent node configuration or verify that the derived configuration for a device matches
the parent node configuration.
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m  Management users that are configured with the root (/) or Mobility Master (/mm) nodes are granted editing

permissions for Mobility Master.

m  Management users that are configured with permissions to the mynode (/mm/mynode) can modify
configurations under /mm/mynode for the respective Mobility Master and stand-alone Switch.

m  Management users that are configured with permissions to a managed device can modify configurations
for that managed device.

= Only the management users that are configured with root node level permissions can modify
configurations on both Mobility Master and managed devices.

Bulk Edit

The Bulk Edit Support feature enables you to perform a bulk configuration in the Mobility Master. This option
helps reduce the time taken to perform configuration tasks individually. Follow the steps below to do a bulk
edit:

1. Inthe Managed Network node hierarchy, navigate to Configuration > Tasks > Bulk configuration

upload.

2. Click Download sample template.

3. Enter values in the fields provided in the template.

4. Save thefile.

5. Select Browse and navigate to the path where the template is stored.

6. Click Submit. The Bulk Configuration Status pop up is displayed with the status of the configurations
that are being applied. Once the configurations are applied successfully, a message confirming that the file
upload was successful is displayed. The next pop up displays the following details:

e Timestamp

e Status

e Number of devices updated
e Total new devices added

HOTE

NOTE

If the configurations are not applied successfully, the Bulk Configuration Status pop up displays the reason for the
failure and the managed device will rollback to the previous configuration.

When devices are added using the bulk edit feature, each template file can include up to 400 devices.

Bulk Stand-alone Controller Deployment
This feature supports bulk configuration of stand-alone controllers by replacing the configuration files in the
stand-alone controllers and rebooting them.
Perform the following steps to replace the configuration files in the stand-alone controller:
1. Login to the node, /mm or /mm/mynode from which you want to copy the configuration files and
execute the command, encrypt disable.

2. Execute the command, show configuration committed and save the configuration to a .cfg file (for
example, mmfile.cfg) on the tftp server.

3. Edit the file and copy that file to the controller's flash from the server using the command,
(host) [mynode] # copy tftp: <IP address> vmccfgl.cfg flash: vmcecfgl.cfg
4. Execute the command, replace-config-reboot,
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configuration node replace-config-reboot <filename1> <config-path1> <filename2> <config-path2>
For example, configuration node replace-config- reboot mmfile.cfg /mm mynodefile.cfg /mm/mynode

D The controller prompts you to upload both the /mm and /mm/mynode files together.

HNOTE

5. Once the command is executed, the stand-alone controller will prompt you to reboot the controller.
6. Reboot the controller and the stand-alone controller will now boot up with the copied configuration.

Override Support in the WebUI

Starting from AOS-W 8.2.0.0, the Mobility Master WebUI provides an option to retain or remove overrides for
the fields configured under a node. If any field has an overridden value, the Ul displays a blue dot to the left of
the field name. Clicking on the dot, gives you an option to remove the overrides.

HNOTE

Order-dependent configurations, such as roles and ACLs, cannot be overridden. These configurations can only be set
up once in the network hierarchy.

Support for Viewing Inheritance History in the WebUI

Starting from AOS-W 8.3.0.0, the WebUI allows you to view the inheritance details of any configuration at any
group or node level. This feature is supported only for configurations that can be overridden. A blue color
information icon is displayed in the respective rows of the configuration table under which some
configurations are overridden. Clicking on the icon displays the details of the inheritance with a link to the
parent node. You can click on the parent node link to navigate to the parent node level. You can choose to
remove all the overrides under the selected node level from this pop-up window by clicking the Remove
Overrides button. Else, you can choose to remove the individual configuration overrides at the field level.

Validation and Application Processes

When a user enters a configuration into a managed device, the configuration is validated. The validated
configuration is accepted by the system but does not take effect until the configuration is committed. When
the configuration is being committed, it is stored in the persistent memory, allowing users to verify the
configuration before making it operational.

This separation of validation and application processes is applied to both the Mobility Master and managed
devices. Since each node can be managed by a different admin user, the commit operation is executed on a
per-node basis and follows the configuration hierarchy. For example, if a configuration has a dependency, the
dependent configuration must be present on that node or one of the parent nodes.

Configurations are classified as pending configuration or committed configuration. A pending configuration
refers to a configuration that has been validated but not yet committed. A committed configuration refers to
all configurations that have been committed by the user. Users can view pending configurations at any time to
commit, purge, or leave the configuration uncommitted. Pending configurations are only allowed on one node
at any given time in a given configuration sub-tree.

This section includes the following topics:
m Viewing the Node Hierarchy on page 37

m Viewing Configuration on Nodes on page 37
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Viewing the Node Hierarchy

To view how the devices and groups are organized at a global level, execute the following command:

(host) [mynode] #show configuration node-hierarchy

The following sample output displays the list of devices and nodes configured under the root node.

Default-node is "/md". Autopark is enabled.
Configuration node hierarchy

Config Node Type Name
/ System

/md System
/md/00:0b:86:99:e2:17 Device
/md/VPNC Group

/md/VPNC/00:1a:1e:01:46:38 Device
/md/VPNC/00:1a:1e:02:03:d0 Device
/mm System
/mm/mynode System

NOTE

The show running-config command from the Mobility Master displays the configuration on the Mobility Master and
not on the other nodes or managed devices.

Viewing Configuration on Nodes

Use the following variants of the show commands to view the configuration information on a node or device
level:

m show configuration effective—Displays the running configuration of the current node. You can also
view the configuration on a specific node from a different node by specifying the absolute path of the node
in the command.

m show configuration effective detail—Displays the full configuration details on your current node. It also
indicates if a configuration is inherited from a group level or local to the managed device.

m show configuration committed—Displays the configuration that is only local to a specific node and not
inherited from a parent node in the hierarchy. Configurations such as IP addresses and hostnames are
some examples.

m show configuration pending—Displays the configuration details which are yet to be committed to the
managed device or group, that is any configuration changes that are made before executing the write
memory command or submitting the pending changes in the WebUI. This is used to review any
configuration before it is applied from the Mobility Master to the managed devices. The output of the
command is relevant only to the current node.

m show configuration partial—Displays the incremental change in the configuration between the last two
synchronizations from the Mobility Master to the node.

m show configuration similar—Displays the like configuration between two specific nodes or devices. This
is useful to verify equal settings between groups or devices. The output displays only the configurations
that are same between both nodes. If you are comparing devices, you must use the path as displayed in the
output of the show configuration node-hierarchy command.

s show configuration diff—Displays the configurations that are different between two specific nodes or
devices. A minus sign against a configuration indicates that it is present in the node specified first but
absent in the second node. A plus sign indicates that the configuration is absent in the first node but
present in the second node.

For more information on various configuration show commands, see AOS-W 8.x CLI Reference Guide.
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Configuration Validation

Mobility Master uses a centralized validation model that performs various types of validations for different
targets. Configuration validation falls under one of the following categories:

m Syntax Validation: Basic parser validations (for example, making sure the syntax of a command is correct,
the data type is correct, or a value is within a valid range).

HNOTE

Roles, ACLs, and pools (DHCP, VLAN, tunnel, and NAT) must be written in lower-case. Passwords, crypto keys, and
ESSIDs can be written in both upper-case and lower-case.

m Semantic Validation: Custom application-specific validations (for example, dependency checks across
commands or instance count limits). Dependency checks are limited to the nodes from which the target
device inherits the configuration.

m Platform Validation: Platform model-specific validations (for example, determining which features are
supported on a platform or the type and count of ports on a platform).

HNOTE

Validation is not available on the setup dialogue. Users must manually verify the setup dialogue information for each
managed device.

Validation Failures

If a command does not pass validation, it is rejected and will not be included in the pending configuration for
that node. If a new device that cannot support an existing configuration is added, the device add is rejected.

Serviceability

Managed devices are always serviceable from the centralized management location. When a managed device
boots up for the first time under the factory default state, it auto-provisions and establishes connectivity to
Mobility Master through ZTP. Managed devices can also be provisioned manually through the setup dialog
box. Managed devices can encounter connectivity loss due to bad configurations, network connectivity issues,
and so on. The system attempts to recover from these situations when possible.

This section includes the following topics:
m Bad Configuration Recovery on page 38

m Disaster Recovery on page 39

= |nitial Provisioning Recovery on page 40

Bad Configuration Recovery

Certain configurations, such as those in the following list, can interfere with the connectivity between managed
devices and Mobility Master:

Uplink port shut
Partially configured uplink VLAN

Limiting bandwidth contract policy
s Bad ACL
Bad configurations can be caused by simple typo errors. Even if the user discovers the error, the bad

configuration may have already caused connectivity loss, preventing the user from pushing the correct
configuration to the managed device.
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Mobility Master supports an auto-rollback mechanism that reverts the managed device to the last known good
configuration prior to the management connectivity loss. Mobility Master also indicates if a device has
recovered from a bad configuration through the show switches command output. The output for this
command labels the Configuration State for the managed device as CONFIG ROLLBACK if the device has
recovered connectivity using the rollback configuration. When the user fixes the bad configuration on Mobility
Master, the managed device recovers automatically, and the state changes to UPDATE SUCCESSFUL.

Example output for the show switches command:

(host) [mynode] #show switches
Thu Jun 09 12:13:45.735 2016

All Switches

IP Address IPv6 Address Name Location Type Model
Version Status Configuration State Config Sync Time (sec) Config ID
192.192.192.1 None TECHPUB MASTER Buildingl.floorl master ArubaMM
8.0.0.0-sves-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.192.2 None TECHPUB_STANDBY Buildingl.floorl standby ArubaMM
8.0.0.0-sves-ctrl 55038 wup UPDATE SUCCESSFUL 10 27
192.192.189.1 None TECHPUB_LC1 189.1 Buildingl.floorl MD Aruba7010
8.0.0.0-svecs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.192.3 None TECHPUB x86 LC Buildingl.floorl MD VMC-TACTICAL
8.0.0.0-sves-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.189.2 None TECHPUB LC2 189.2 Buildingl.floorl MD Aruba7005
8.0.0.0-svecs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27

Total Switches:5

Disaster Recovery

If auto-rollback from a bad configuration fails, and connectivity between the managed device and Mobility
Master remains disrupted, users can enable Disaster Recovery mode on the managed device using the
disaster-recovery on command. Under the regular mode, the /mm node downloads configurations from
Mobility Master that cannot be modified directly on each managed device. Disaster Recovery mode grants
users access to the /mm node through the managed devices while blocking any further configuration
synchronizations from Mobility Master. With full control of the /mm node, users can make local modifications
on each managed device to restore connectivity to Mobility Master.

Local configurations are only used for debugging purposes and are not visible on the Mobility Master.

After connectivity is restored and verified, the user must fix the configuration on Mobility Master and exit the
Disaster Recovery mode. When the user exits Disaster Recovery mode from the managed device, a full
configuration sync is triggered between the managed devices and Mobility Master, which now contains the
latest effective configurations.

Enabling Disaster Recovery mode in the CLI:

(host-md) #disaster-recovery on
dhkhkhkhkhkkhkhkkhkhkhkhkkhkhkkhkhkkhhkkhkhkhkhkhkhkhhkxkkx*k

Entering disaster recovery mode
khkhkkhkhkkhkhkkhkhkkhhkkhkhkhkhkhkhkhkhkhkhkhkhkhhhhhkhkx

(DR-Mode) [mm] #

Disabling Disaster Recovery mode in the CLI:

(DR-Mode) [mm] #disaster-recovery off
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Initial Provisioning Recovery

If the managed devices fail to connect to Mobility Master on multiple attempts during the initial provisioning
process (for example, when the Mobility Master IP or FQDN is entered incorrectly in Alcatel-Lucent Activate),
the managed device deletes all provisioning information and restarts the auto-provisioning process. The user is
expected to correct the provisioning information under Alcatel-Lucent Activate. After the provisioning
information is corrected, the managed device automatically recovers during the next auto-provisioning
attempt.

Mobility Master User Interface

The Mobility Master user interface provides ease-of-use through an intuitive layout and simple navigation
model.

Navigation Model
Each page of the Mobility Master Ul is divided into the following sections:

m Header, which includes the following:

e Alcatel-Lucent logo: The Alcatel-Lucent logo.

o Deployment mode and hostname: The deployment mode and hostname of the Mobility Master or
managed device.

¢ Network Status Counters: Counters for reachable and unreachable Switches, reachable and
unreachable access points, clients, and alerts.

e Help: Initiates help mode to display available help information in the Ul. See Help Mode on page 43 for
more details.

e User menu: Drop-down menu that displays your username. It allows you to logout of the Mobility
Master or managed device. The Preferences option allows you to enable or disable the Profiles link in
the following pages:

e All Profiles table of the Mobility Master node.

e WLANSs table and AP Group table of the Managed Device node.

The Profiles link is displayed only when the show advanced profiles check box is selected in the

Preferences option of the User menu.
NOTE

Limitations
e Advanced profile configuration is controller specific (domain name)
e Advanced profile configuration is not per-user specific
e |tis browser specific, irrespective of user login—for example, if a user enabled Preferences in the
Chrome browser it will not carry forward to IE or Firefox.
m  Node-path: Node-path within the network hierarchy.
» Pending Changes: List of all pending configuration changes. See Pending Changes on page 42 for more
details.
s  Menu: Main menu, which includes the Dashboard, Configuration, Diagnostics, and Maintenance
menu items. Select a menu item to reveal the corresponding sub-menu items. See Navigation Levels on
page 41 for more details.

m Collapsible network tree: Complete network hierarchy that is revealed or hidden when you click the
menu or arrow button, respectively, next to the node-path. See Network Tree on page 41 for more details.

m  Work-screen: Content description for a menu item or tab.
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Figure 2 Overview of the User Interface
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Collapsible network tree

Network Tree

The Mobility Master Ul allows users to create, modify, and delete any node in the network hierarchy from a
central location. By clicking the menu button next to the node-path, you can reveal the entire network
hierarchy. Select a node to further expand the hierarchy and display the corresponding child nodes. The
network can be organized in a hierarchy of up to five levels, including groups, sub-groups, and the managed
devices that are added to these groups.

When a node is selected in the network hierarchy, any configuration changes made from the Ul are applied to
the selected node and sub-tending managed devices.

HNOTE

If you are logged into a device that is managed by a Mobility Master or legacy master Switch, the hostname of the
Mobility Master or master Switch is displayed in the node-path.

For more information on the configuration hierarchy, see Mobility Master Configuration Hierarchy on page 31.

Navigation Levels
The Mobility Master navigation model is organized into four levels:

m Level 1: Menu (for example, Configuration, Diagnostics, and Maintenance)

m Level 2: Sub-menu (for example, Authentication, Interfaces, and Services)

m Level 3: Tabs (for example, Auth Servers, AAA Profiles, and Layer-2 Authentication)

m Level 4: Accordions (for example, Survivability and Authentication Timers)

Each Level-1 item can be expanded to display the corresponding Level-2 items. Each Level-2 item is further
expanded to organize and group content on the work-screen. Based on the following dependencies, certain
menu, tab, or accordion items may be visible or hidden in the Ul:

= Selected node

m License

m  Switch model

m  UserRole
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Figure 3 WebUI Menu, Tabs, and Accordions
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Pending Changes

Commands are executed when a user clicks Save or Submit. The Save or Submit buttons are disabled by
default and can only be enabled when the user modifies a configuration on the page. When a user clicks the
Save or Submit button, the configuration change is pushed to the Pending Changes zone of Mobility
Master. Modifications are not applied to the network until all pending changes are deployed. Click Pending
Changes to view, deploy, or discard all pending modifications.

E Nodes cannot be edited if any parent or child node contains undeployed pending changes.

Figure 4 Pending Changes Window
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Help Mode

The Help button in the header section of the Ul allows you to switch the system to help mode. All non-active
labels that appear in green italics indicates that help information is available for these labels. Mouseover or click
any green italic label to view the help information for that field in a pop-up window.

Figure 5 Help Mode in the WebUI
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Tables

Mobility Master presents data and configuration information through two types of tables: primary tables and

secondary tables. Primary tables display the main object of the page at the top of the screen (for example, the
Server Groups table under Configuration > Authentication > Auth Servers). By selecting a row from the
table, you can view and modify the configuration parameters for that entry in an editing pane that is displayed
at the bottom of the screen.

The secondary table is located within the editing pane of a selected row and provides more in-depth
information on each entry. For example, when you select the default server group entry from the Server
Groups (primary) table, the secondary Server Group > default table is displayed at the bottom of the screen.

Alerts

Starting with AOS-W 8.1.0.0, alerts for Mobility Master Hardware Appliance are enabled in the WebUI. Figure 6
shows an example of a Mobility Master Hardware Appliance alert.

Figure 6 Mobility Master Hardware Appliance Alert in WebUI!
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The Mobility Master Hardware Appliance alerts are as follows:

Table 8: Mobility Master Hardware Appliance Alerts

Component State Indicator Status
Power Supply Absent Yellow Minor Alarm
Failed Amber Major Alarm
Temperature Temperature more than 38°C Yellow Minor Alarm
Temperature more than 40°C Amber Major Alarm
Temperature more than 45°C Red Critical Alarm
Fan Absent Amber Major Alarm
Failed Amber Major Alarm
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Chapter 2

MultiVersion Support

AOS-W Multiversion Support

Starting with AOS-W 8.2.0.0, Mobility Master provides the essential infrastructure for multiversion support
across all managed devices in the network. With this enhancement, the AOS-W version on each managed
device can be different from that in the Mobility Master in the network.

The multiversion infrastructure performs the centralized validation for the configurations of different AOS-W
versions run on the managed devices. The configurations that are not compatible with the managed device's
AOS-W version will not be sent to the managed device.

This feature supports the following scenarios:

m Customers want to upgrade only the Mobility Master with the latest AOS-W version to use centralized
services.

m Customers want to upgrade only a few managed devices in their network with the latest AOS-W version to
test some features of their interest.

m Customers want to upgrade their network in certain geographical locations and plan to upgrade the entire
network incrementally.

Important Points to Note

The following are important points to note before implementing the multiversion support in your network:
m  AOS-W 8.2.0.0 is the minimum supported version on the managed devices and the Mobility Master.

m The Mobility Master can run an AOS-W version that is either earlier or later than the AOS-W versions on the
managed devices; the minimum supported version on both platforms is AOS-W 8.2.0.0.

m [tisrecommended that the AOS-W version on Mobility Master is later than that on the managed devices.

m  When the AOS-W version on the Mobility Master is earlier than that on the managed device, only the
features or configurations applicable to the Mobility Master are pushed to the managed device.

m  Multiversion is supported only if the Mobility Master is running two code versions higher than the code
versions running on the managed devices. For example multiversion is supported if a Mobility Master is
running AOS-W 8.5.0.0 and the managed devices are running AOS-W 8.3.0.0 and will not be supported if
the managed devices are running AOS-W 8.2.0.0 or AOS-W 8.4.0.0.

Ul Support for Multiversion

When the managed devices and the Mobility Master run different AOS-W versions, the following rules apply:
m At all levels of hierarchy, the WebUI elements of the later AOS-W version is always shown to the user.
m At the group level, the following rules apply:
e AllWebUI elements that are new in the AOS-W version of the Mobility Master are shown.
o The WebUl elements that are obsolete in the AOS-W version of the Mobility Master are not shown.
m At the device level, the following rules apply:

¢ The WebUI elements that are obsolete in the AOS-W version of the Mobility Master but not obsolete on
the AOS-W version of the device are shown.

o The WebUI elements that are obsolete on the AOS-W version of the device are not shown.

e The WebUI elements that are introduced in the AOS-W version later than that on the device are not
shown.
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Display of AOS-W Version Identifiers
The Ul displays the AOS-W versions running on the Mobility Master and the managed device:

The following changes are applicable in the WebUI of the managed device:

= Mobility Master AOS-W version identifier: The AOS-W version of the Mobility Master is displayed at the
bottom of the left navigation pane. The Mobility Master version identifier is displayed as Mobility Master:
Version <version #>.

m Managed device AOS-W version identifier: If the AOS-W version running on the managed device is
different from that running on the Mobility Master, an information icon is displayed. It shows the AOS-W
version running on the managed device. The managed device version identifier is displayed as Version

<version #>.

The managed device version identifier is not displayed when the AOS-W version running on the managed device and

the Mobility Master are the same.
NOTE

m You can click the information icon to view the following details in the pop-up box:
e The Switch or managed device name and its AOS-W version.
e Mobility Master label and its AOS-W version.
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Chapter 3

The Basic User-Centric Networks

This chapter describes how to connect a managed device and an Alcatel-Lucent AP to your wired network. After
completing the tasks described in this chapter, see Access Points on page 609 for information on configuring
APs.

This chapter describes the following topics:

m Understanding Basic Deployment and Configuration Tasks on page 47

m  Managed Devices Configuration Workflow on page 50

m  Connect the Managed Device to the Network on page 51

m  Using the LCD Screen on page 52

m  Configuring a VLAN to Connect to the Network on page 55

m  Configuring User-Centric Network on page 61

m Replacing a Switch on page 62

Understanding Basic Deployment and Configuration Tasks

This section describes typical deployment scenarios and the tasks you must perform while connecting to a
managed device and Alcatel-Lucent AP to your wired network.

Deployment Scenario #1: Managed Device and APs on Same Subnet

Figure 7 Managed Device and APs on Same Subnet

In this deployment scenario, the APs and managed device are on the same subnetwork and will use IP
addresses assigned to the subnetwork. The router is the default gateway for the managed device and clients.
There are no routers between the APs and the managed device. APs can be physically connected directly to the
managed device. The uplink port on the managed device is connected to a layer-2 switch or router.

For this scenario, you must perform the following tasks:
1. Run the initial setup wizard.

m Set the IP address of VLAN 1.

Set the default gateway to the IP address of the interface of the upstream router to which you will
connect the managed device.

2. Connect the uplink port on the managed device to the switch or router interface. By default, all ports on
the managed device are access ports and will carry traffic for a single VLAN.
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3. Deploy APs. The APs will use the ADP to locate the managed device.
4. Configure the SSID(s) with VLAN 1 as the assigned VLAN for all users.

Deployment Scenario #2: APs All on One Subnet Different from Managed Device
Subnet

Figure 8 APs All on One Subnet Different from Managed Device Subnets
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In this deployment scenario, the APs and the managed device are on different subnetworks and the APs are on
multiple subnetworks. The managed device acts as a router for the wireless subnetworks (the managed device
is the default gateway for the wireless clients). The uplink port on the managed device is connected to a layer-2
switch or router; this port is an access port in VLAN 1.

For this scenario, you must perform the following tasks:

1. Run the initial setup wizard.
m Set thelP address for VLAN 1.
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m Set the default gateway to the IP address of the interface of the upstream router to which you will
connect the managed device.

2. Connect the uplink port on the managed device to the switch or router interface.
3. Deploy APs. The APs will use DNS or DHCP to locate the managed device.

4. Configure VLANS for the wireless subnetworks on the managed device.

5. Configure SSIDs with the VLANs assigned for each wireless subnetwork.

router, you must configure static routes for each client VLAN, with the managed device's VLAN 1 IP address as the
NOTE next hop.

E Each wireless client VLAN must be configured on the managed device with an IP address. On the uplink switch or

Deployment Scenario #3: APs on Multiple Different Subnets from Managed
Devices

Figure 9 APs on Multiple Different Subnets from Managed Devices
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In this deployment scenario, the APs and the managed device are on different subnetworks and the APs are on
multiple subnetworks. There are routers between the APs and the managed device. The managed device is
connected to a layer-2 switch or router through a trunk port that carries traffic for all wireless client VLANs. An
upstream router functions as the default gateway for the wireless users.

This deployment scenario does not use VLAN 1 to connect to the layer-2 switch or router through the trunk port. The
initial setup prompts you for the IP address and default gateway for VLAN 1; use the default values. In later steps, you
configure the appropriate VLAN to connect to the switch or router as well as the default gateway.

For this scenario, you must perform the following tasks:

1. Run the initial setup.

m Usethe default IP address for VLAN 1. Since VLAN 1 is not used to connect to the layer-2 switch or router
through the trunk port, you must configure the appropriate VLAN in a later step.

m Do not specify a default gateway (use the default “none”). In a later step, you configure the default
gateway.

2. Create a VLAN that has the same VLAN ID as the VLAN on the switch or router to which you will connect
the managed device. Add the uplink port on the managed device to this VLAN and configure the port as a
trunk port.

3. Add client VLANSs to the trunk port.

4. Configure the default gateway on the managed device. This gateway is the IP address of the router to
which you will connect the managed device.

5. Configure the loopback interface for the managed device.
6. Connect the uplink port on the managed device to the switch or router interface.
7. Deploy APs. The APs will use DNS or DHCP to locate the managed device.

8. Now configure VLANs on the managed device for the wireless client subnetworks and configure SSIDs
with the VLANS assigned for each wireless subnetwork.

Managed Devices Configuration Workflow

The tasks in deploying a basic user-centric network fall into two main areas:

m Configuring and connecting the managed device to the wired network (described in this section)
m Deploying APs (described later in this section)

The following workflow lists the tasks to configure a managed device. Click any of the links below for details on
the configuration procedures for that task.

1. Connect the Managed Device to the Network.

2. Setting System Clock.

3. View current licenses and install new licenses.

4. For topologies similar to Deployment Scenario #3: APs on Multiple Different Subnets from Managed
Devices on page 49), see Configuring VLANs to connect the managed device to your network. You do not
need to perform this step if you are using VLAN 1 to connect the managed device to the wired network.

5. Configuring the Mobility Master IP Address. The managed device IP address is used by the managed
device to communicate with external devices such as APs.

6. (Optional) Configuring the Loopback IP Address. You do not need to perform this step if you are using the
VLAN 1 IP address as the managed device's IP address. Disable spanning tree on the managed device if
necessary.
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HNOTE

7. Configuring the Default Gateway for this managed device if you need to configure a trunk port between
the managed device and another layer-2 switch (shown in Deployment Scenario #3: APs on Multiple
Different Subnets from Managed Devices on page 49).

8. Trusted and Untrusted Ports and VLANSs for this managed device.

Connect the Managed Device to the Network

To connect the managed device to the wired network, run the initial setup to configure administrative
information for the managed device.

Initial setup can be done using the browser-based Setup Wizard or by accessing the initial setup dialog via a
serial port connection. Both methods are described in the AOS-W 8.6.0.0 Quick Start Guide and are referred to
throughout this chapter as “initial setup.”

This section describes the steps in detail.

Running the Initial Setup

When you connect to the managed device for the first time using either a serial console or a Web browser, the
initial setup requires you to set the role (master, managed device, or stand-alone) for the managed device and
passwords for administrator and configuration access.

Do not connect the managed device to your network when running the initial setup. The factory-default managed
device boots up with a default IP address and both DHCP server and spanning tree functions are disabled. You have
completed the initial setup, you can use either the CLI or WebUI for further configuration before connecting the
managed device to your network.

The initial setup might require that you specify the country code for the country in which the managed device
will operate; this sets the regulatory domain for the radio frequencies that the APs use.

You cannot change the country code for managed device designated for certain countries, such as the U.S. Improper
country code assignment can disrupt wireless transmissions. Many countries impose penalties and sanctions for
operators of wireless networks with devices set to improper country codes. If none of the channels supported by the
AP you are provisioning have received regulatory approval by the country whose country code you selected, the AP
will revert to Air Monitor mode.

The initial setup requires that you configure an IP address for the VLAN 1 interface, which you can use to access
and configure the managed device remotely via an SSH or WebUI session. Configuring an IP address for the
VLAN 1 interface ensures that there is an IP address and default gateway assigned to the managed device upon
completion of the initial setup.

Connecting to the Managed Device after Initial Setup

After you complete the initial setup, the managed device reboots using the new configuration. (Refer to the
AOS-W 8.6.0.0 Quick Start Guide for information about using the initial setup.) You can then connect to and
configure the managed device in several ways using the administrator password you entered during the initial
setup:

= You can continue to use the connection to the serial port on the managed device to enter the CLI. (See
Management Access on page 888 for information on how to access the CLI and enter configuration
commands.)

m You can connect an Ethernet cable from a PC to an Ethernet port on the managed device. You can then use
one of the following access methods:
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e UsetheVLAN 1 IP address to start an SSH session where you can enter CLI commands.
e Enterthe VLAN 1 IP address in a browser window to start the WebUI.
e WebUI Wizards.

This chapter and the user guide in general focus on CLI and standard WebUI configuration examples. However, basic
managed device configuration and WLAN or LAN creation can be completed using the alternative tasks (wizards)
from within the WebUI. If you wish to use a configuration task, in the Managed Network node hierarchy, navigate to
Configuration > Tasks, click the desired task, and follow the imbedded help instructions within the task.

OAW-4x50 Series Switches Port Behavior

The first two ports on the OAW-4x50 Series Switches, 0/0/0 and 0/0/1, are dual media ports and can be used
for any purpose. Ports 0/0/2 through 0/0/5 are fiber-based ports that can be used for any purpose. If the
fiber-based ports are connected with RJ45 or SFP transceivers, these ports can function as 1 Gbps ports. To
access the Switch, you can use port 0/0/0 to 0/0/5 when 0/0/2 through 0/0/5 are connected with RJ45 or SFP
transceivers.

The following table describes the connector and speed supported for each physical interface of the OAW-4x50
Series Switches.

Table 9: OAW-4x50 Series Switches Ports

Port Type Ports Connector Type Speed
10/100/1000 BASE-T Dual Media 0/0/0-0/0/1 RJ45 or SFP 1 Gbps
Ports

SFP+ 10 Gbps
10G BASE-X 0/0/2-0/0/5

RJ45 or SFP 1 Gbps

Default Slot for USB Device

In OAW-40xx Series and OAW-4450 Switches, TRACES folder will not be automatically created when a USB
device is connected to Slot 1. Ensure the USB device in Slot 0 as this is the default port where the TRACES folder
is created.

Using the LCD Screen

Some managed devices are equipped with an LCD panel that displays a variety of information about the
managed device's status and provides a menu that allows for basic operations such as initial setup and reboot.
The LCD panel displays two lines of text with a maximum of 16 characters on each line. When using the LCD
panel, the active line is indicated by an arrow next to the first letter.

Using the LCD Panel Mode
The LCD panel is operated using the two navigation buttons to the left of the screen.

m  Menu: Allows you to navigate through the menus of the LCD panel.
m Enter: Confirms and executes the action currently displayed on the LCD panel.

The LCD has four modes:
m Boot: Displays the boot up status.
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m LED Mode: Displays the mode that the STATUS LED is in.

m Status: Displays the status of different components of the managed device, including Power Supplies and
AOS-W version.

= Maintenance: Allows you to execute some basic operations of the managed device such as uploading an
image or rebooting the system.

Table 10: LCD Panel Mode: Boot

Function or Menu
Options

Display Output

Displays boot status "Booting AOS-W..."

Table 11: LCD Panel Mode: LED Mode

Function or Menu Display Output

Options

Administrative LED MODE: ADM - displays whether the port is administratively enabled or
disabled.

Duplex LED MODE: DPX - displays the duplex mode of the port.

Speed LED MODE: SPD - displays the speed of the port.

Exit Idle Mode EXIT IDLE MENU

Table 12: LCD Panel Mode: Status

Function or Menu

Display Output

Options
AOS-W Version AOS-W X.X.X.X
PSU Status Displays status of the power supply unit.

PSU 0: [OK | FAILED | MISSING]
PSU 1: [OK | FAILED | MISSING]

Fan Tray Displays fan tray status.
FAN STATUS: [OK | ERROR | MISSING]
FAN TEMP: [OK | HIGH | SHUTDOWN]

Exit Status Menu EXIT STATUS

Table 13: LCD Panel Mode: Maintenance

Function or Menu Display Output

Options

Upgrade Image Upgrade the software image on the selected partition from a predefined
location on the attached USB flash device.
Partition [0 | 1] Upgrade Image [no | yes]

Upload Config Uploads the managed device's current configuration to a predefined location
on the attached USB flash device.
Upload Config [no | yes]
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Function or Menu Display Output

Options

Factory Default Allows you to return the managed device to the factory default settings.
Factory Default [no | yes]

Media Eject Completes the reading or writing of the attached USB device.
Media Eject [no | yes]

System Reboot Allows you to reboot the managed device.
Reboot [no | yes]

System Halt Allows you to halt the managed device.
Halt [no | yes]

Exit Maintenance Menu EXIT MAINTENANCE

Using the LCD and USB Drive

You can upgrade your image or upload a saved configuration by using your USB drive and your LCD
commands.

HOTE

For more information on copying and transferring AOS-W image and configuration files, see Managing Files on
Managed Device on page 952

Upgrading an Image
1. Copy a new managed device image onto your USB drive into a directory named /Alcatel-Lucentimage.

2. Insert your USB drive into the managed device's USB slot. Wait for 30 seconds for the managed device to
mount the USB.

3. Navigate to Upgrade Image in the LCD’s Maintenance menu. Select a partition and confirm the
upgrade (Y/N) and then wait for managed device to copy the image from the USB drive to the system
partition.

4. Execute a system reboot either from the LCD menu or from the command line to complete the upgrade.

Uploading a Saved Configuration

1. Make a copy of a managed device configuration (with the .cfg file extension), and save the copied file with
the name Alcatel-Lucent_usb.cfg.

2. Move the saved configuration file onto your USB drive into a directory named /Alcatel-Lucentimage.

3. Insert your USB drive into the managed device's USB slot. Wait for 30 seconds for the managed device to
mount the USB.

4. Navigate to Upload Config in the Maintenance menu of the LCD. Confirm the upload (Y/N) and then
wait for the upload to complete.

5. Execute a system reboot either from the LCD menu or from the command line to reload from the
uploaded configuration.

For detailed upgrade and instruction, refer to the Upgrade chapter in the AOS-W 8.6.0.0 Release Notes.

Disabling LCD Menu Functions

For security purposes, you can disable all LCD menu functions by disabling the entire menu functionality using
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the following commands:

(host) [md] (config) #lcd-menu
(host) [md] (lcd-menu) #disable menu

To prevent inadvertent menu changes, you can disable individual LCD menu functions using the following

commands:

(host) [md] (lcd-menu) #disable menu maintenance ?
factory-default Disable factory defaulting via LCD
halt-system Disable system halt from LCD
media-eject Disable media eject via LCD
reload-system Disable system reload from LCD
upgrade-image Disable image upgrade via LCD
upload-config Disable config upload via LCD

To display the current LCD functionality from the command line, use the following command:

(host) [md] #show lcd-menu

Configuring a VLAN to Connect to the Network

You must follow the instructions in this section only if you need to configure a trunk port between the
managed device and another Layer-2 switch (shown in Deployment Scenario #3: APs on Multiple Different
Subnets from Managed Devices on page 49).

This section shows how to use both the WebUI and CLI for the following configurations (subsequent steps
show how to use the WebUI only):

m Create a VLAN on the managed device and assign it an IP address.

m Optionally, create a VLAN pool. AVLAN pool consists of two more VLAN IDs which are grouped together to
efficiently manage multi-managed device networks from a single location. For example, policies and virtual
application configurations map users to different VLANs which may exist at a different managed device.
This creates redundancy where one managed device has to back up many other managed devices. With the
VLAN pool feature you can control your configuration globally.

VLAN pooling should not be used with static IP addresses.

HNOTE

= Assign to the VLAN the ports that you will use to connect the managed device to the network. (For example,
the uplink ports connected to a router are usually Gigabit ports.) In the example configurations shown in
this section, a managed device is connected to the network through its Gigabit Ethernet port 1/25.

m Configure the port as a trunk port.
m Configure a default gateway for the managed device.

The following sections provides step-by-step instructions to configure a VLAN and connect to the network.

Creating, Updating, and Viewing VLANs and Associated IDs

You can create and update a single VLAN or bulk VLANs using the WebUI or the CLI. See Configuring VLANs on
page 83.

In the WebUI configuration windows, clicking the Pending Changes button saves configuration changes so that they
are retained after the managed device is rebooted. Clicking the Submit or Apply button saves changes to the
running configuration but the changes are not retained when the managed device is rebooted. A good practice is to

NOTE use the Submit or Apply button to save changes to the running configuration and, after ensuring that the system
operates as desired, click Pending Changes.
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To view VLAN IDs in the CLI.

(host) [mynode] #show vlan

Creating, Updating, and Deleting VLAN Pools

VLAN pooling should not be used with static IP addresses.

HOTE

You can create, update, and delete a VLAN pool using the WebUI or the CLI. See Configuring VLANs on page 83.

Use the CLI to add existing VLAN IDs to a pool.

(host) [mynode] (config) #vlan-name <name>
(host) [mynode] (config) #vlan mygroup <vlan-ids>

To confirm the VLAN pool status and mappings assignments, use the show vlan mapping command:

(host) [mynode] #show vlan mapping

Assigning and Configuring the Trunk Port
The following procedures configures a Gigabit Ethernet port as trunk port using the WebUI and CLI.

In the WebUI
To configure a Gigabit Ethernet port:

. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > Ports tab.
. In the Ports section, click the port that will connect the managed device to the network.

. Select Trunk from the Mode drop-down list.

. Select a VLAN from the Native VLAN drop-down list.

. Click Submit.

. Click Pending Changes.

N oo A N -

. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI
To configure a Gigabit Ethernet port:

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-submode) #switchport mode trunk
(host) [mynode] (config-submode) #switchport trunk native vlan <id>

To confirm the port assignments, use the show vlan command:

(host) [mynode] #show vlan

Configuring the Default Gateway

The following configurations assign a default gateway for the managed device.

In the WebUI
To configure the default gateway:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > IP Routes
tab.
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HNOTE

2. Click the Static Default Gateway accordion menu.
3. To add a new static gateway, click the + button below the static IP address list.
a. Select IPv4 or IPv6 from the IP version drop-down list.
b. In the IP Address field, enter an IP address with dot separators.
¢. Inthe Cost field, enter a value for the path cost.
d. Click Submit.

4. You can define a dynamic gateway with the DHCP, PPPOE, or Cellular option by clicking the Dynamic
Default Gateway accordion menu.

a. Inthe Dynamic Default Gateway section, select the DHCP, PPPoE or Cellular check box to enable
the corresponding dynamic gateway type. If you selected more than one dynamic gateway type, you
must also define the cost for each gateway route. The managed device will first attempt to obtain a
gateway IP address using the option with the lowest cost. If the managed device is unable to obtain a
gateway IP address, it will then attempt to obtain a gateway IP address using the option with the next-
lowest path cost.

b. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

To configure the default gateway:

(host) [mynode] (config) #ip default-gateway <ipaddr>|{import cell|dhcp|pppoe} |{ipsec <name>}
<cost> | mgmt | <nexthop>

Configuring the Loopback IP Address for the Managed Device

You must configure a loopback address if you are not using a VLAN ID address to connect the managed device
to the network (see Deployment Scenario #3: APs on Multiple Different Subnets from Managed Devices on

page 49).

After you configure or modify a loopback address, you must reboot the managed device.

If configured, the loopback address is used as the managed device’s IP address. If you do not configure a
loopback address for the managed device, the IP address assigned to the first configured VLAN interface IP
address is considered. Generally, VLAN 1 is configured first and is used as the managed device's IP address.
AOS-W allows the loopback address to be part of the IP address space assigned to a VLAN interface. For
example, if VLAN 5 interface on the managed device was configured with the IP address 10.3.22.20/24, the
loopback IP address can be configured as 10.3.22.220.

HNOTE

You configure the loopback address as a host address with a 32-bit netmask. The loopback address should be
routable from all external networks.

STP is disabled by default on the managed device. STP ensures a single active path between any two network
nodes, thus avoiding bridge loops. Disable STP on the managed device if you are not employing STP in your
network.
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In the WebUI
To configure a loopback IP address:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > System > General tab.
2. Click the Loopback Interface accordion menu.

3. Enter the IPv4 address and/or the IPv6 address in the corresponding text boxes.

4. Click Submit.

5. Inthe Managed Network node hierarchy, navigate to the Configuration > System > More tab.

6. Click and expand Spanning Tree.

7. Click the Spanning tree toggle switch to enable this setting. By default, spanning tree is disabled.

8. Click Submit.

9. Click Pending Changes.

10. In the Pending Changes window, select the check box and click Deploy changes.

You must reboot the managed device for the new IP address to take effect.

NOTE

11. In the Mobility Master> host node hierarchy, navigate to the Maintenance > Software
Management > Reboot tab.

12. Select the Save Current Configuration Before Reboot check box.
13. Click Reboot.

In the CLI

To configure a loopback IP address:

(host) [mynode] (config) #interface loopback ip address <A.B.C.D>
(host) [mynode] (config) #no spanning-tree

(host) [mynode] (config) #write memory

(host) [mynode] (config) #reload

The managed device returns the following messages:

Do you really want to reset the system(y/n):

Entery to reboot the managed device or n to cancel.

System will now restart!

Restarting system.

To verify that the managed device is accessible on the network, ping the loopback address from a workstation
on the network.

Configuring the System Clock

You can manually set the clock on the managed device, or configure the managed device to use a NTP server to
synchronize its system clock with a central time source. For more information about setting the managed
device's clock, see Setting System Clock on page 958.

Configuring the License Management with ASP

Starting from AOS-W 8.4.0.0, AOS-W License automation feature is supported where the Mobility Master
obtains the licenses from Aruba Support Portal (ASP) or License Management Server (LMS) automatically. The
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users need not manually add the licenses on the Mobility Master.

For the Mobility Master to obtain licenses, the users have to enter the ASP credentials using Mobility Master
WebUI or the CLI only once.

HNOTE

The user can also assign new licenses to the Mobility Master using the WebUl instead of through Aruba Support
Portal.

On-boarding ASP Licenses

Before signing on to ASP from Mobility Master, user must on-board the account from ASP,
asp.arubanetworks.com.

Configuring license Management with Aruba Support Portal

You can configure license management with ASP using the WebUI and CLI.

In the WebUI
To enable the ASP option through the WebUI, perform the following steps:
. Inthe Mobility Master node hierarchy, navigate to Configuration > System > General tab.

. Expand the Aruba Support Portal (ASP) section.
. Enable the Connect to ASP option.

. Click Sign In.
. Click Submit.

. To view the ASP license keys allotted to the Mobility Master, navigate to Configuration > Licensing >
License Inventory.

1
2
3
4. Enter the Username and Password to sign into Aruba Support Portal.
5
6
7

You can also enable the ASP option using the following steps in the WebUI:

1. In the Mobility Master node hierarchy, navigate to Mobility Master > Configuration > Licensing.
2. Select Aruba Support Portal (ASP) option for License management.

3. Enter the Username and Password to sign in to Aruba Support Portal.

4. Click Sign In.

5. To view the ASP license keys allotted to the Mobility Master, navigate to Configuration > Licensing >
License Inventory.

In the CLI
To create, enable, and view the ASP profile, execute the following commands:

Creating default ASP Profile

(host) [mm] (config) #asp-profile (can be executed in mm node only)
(host) [mm] (Aruba Support Portal Profile) #asp-enable
(host) [mm] (Aruba Support Portal Profile) #asp-licensing-enable

Signing On to ASP
(host) [mm] (config) #asp signon username <username>

Verifying theASP sign-on status

(host) [mm] #show asp status
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HOTE

NOTE

(host) [mm] #show asp standby status

Checking the ASP account used to login

(host) [mm] #show asp account-info

Registering or Claiming a license purchase and verify available licenses

(host) [mm] #license asp register-order <confirmationnumber> <ordernumber>
(host) [mm] #show license asp unallocated-lic

Allocating licenses

(host) [mm] #license asp allocate-lic ap <ap-num>

Allocation can be done for all license types at once or one by one.

Verifying the PEFV licenses installed in Controllers

(host) [mm] #show license md-pefv-lic
Checking the total number of licenses allocated using ASP and Manual Licensing
(host) [mm] #show license summary

The following sections describe how to synchronize, view, allocate, and claim licenses:

Synchronizing Licenses between ASP and Mobility Master

Every successful sigh-on attempt and also every time the Mobility Master is rebooted, the licenses between
Aruba Support portal and Mobility Master are synchronized seamlessly.

Mobility Master synchronizes licenses from Aruba Support portal every 24 hours.

You can synchronize the licenses from ASP to Mobility Master using the WebUI or CLI:

In the WebUI
1. In the Mobility Master node hierarchy, navigate to Mobility Master > Configuration > Licensing.
2. Select Aruba Support Portal (ASP).
3. Click License Inventory tab.
4. Click Update now to synchronize the activated licenses from ASP to Mobility Master.

In the CLI

(host) [mm] #license asp get-allocated-lic
(host) [mm] #license asp get-md-pefv-lic

Viewing, Allocating, and Claiming Licenses
To view, allocate, or claim the license inventory, perform the following steps:
1. In the Mobility Master node hierarchy, navigate to Mobility Master > Configuration > Licensing.

2. Click License Inventory.

3. The License Inventory tab lists detailed information about all the licenses used. It provides the
following information:

= Type of License - the different type of licenses like AP, PEFNG, WEBCC, and so on.
m Description - the description of each type of license.
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HNOTE

m Status - the status of the each type of license. For example, active license, not licensed, never licensed,
and so on.

m Expiration - the expiration type of each license type.

m Total Activated - the sum of licenses allocated using ASP licensing method and licenses installed using
Manual method.

= Available - the licenses which are successfully claimed or registered to ASP account using an Order or
Confirmation Number.

4. To claim or register licenses, click Claim and enter Order # and Confirmation # and click Submit. The
order Number and confirmation number is received through an email from Aruba Sales team after a
successful license purchase.

5. To allocate or activate licenses, click Allocate and enter the number of licenses count for the license types
in ALLOCATE column and click Submit.

For more information on licenses installation, refer to the Alcatel-Lucent Mobility Master Licensing Guide.

Connecting the Managed Device to the Network

Connect the ports on the managed device to the appropriately-configured ports on an L2 switch or router.
Make sure that you have the correct cables and that the port LEDs indicate proper connections. Refer to the
Alcatel-Lucent Virtual Appliance Installation Guide for details on the managed device for port LED and cable
descriptions.

In many deployment scenarios, an external firewall is situated between various Alcatel-Lucent devices. External
Firewall Configuration on page 791 describes the network ports that must be configured on the external firewall to
allow proper operation of the network.

To verify that the managed device is accessible on the network:

m Ifyou are using VLAN 1 to connect the managed device to the network (Deployment Scenario #1: Managed
Device and APs on Same Subnet on page 47 and Deployment Scenario #2: APs All on One Subnet Different
from Managed Device Subnet), ping the VLAN 1 IP address from a workstation on the network.

m If you created and configured a new VLAN (Deployment Scenario #3: APs on Multiple Different Subnets
from Managed Devices on page 49), ping the IP address of the new VLAN from a workstation on the
network.

Configuring User-Centric Network
Configuring your managed device and AP is done through either the WebUI or the CLI.

m  WebUI is accessible through a standard Web browser from a remote management console or workstation.
The WebUI includes configuration tasks that walk you through easy-to-follow configuration steps. Each task
has embedded online help. The tasks are:

e Provision New APs—basic AP configurations including LAN, Remote, LAN Mesh, and Remote Mesh
deployment scenarios.

e Switch—applicable only the first time the managed device is brought UP; basic managed device
configuration including system settings, Control Plane security, and cluster settings

e Create a New WLAN—creating and configuring new WLANs and LANs associated with the “default” ap-
group. Includes campus-only and remote networking.

HOTE

Clicking Cancel from the tasks (wizards) return you to where you launched the tasks from. Any configuration
changes you entered are not saved.
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m  The CLI allows you to configure and manage managed device. The CLI is accessible from a local console
connected to the serial port on the managed device or through a Telnet or SSH session from a remote
management console or workstation.

NOTE

By default, you can only access the CLI from the serial port or from an SSH session. To use the CLI in a Telnet
session, you must explicitly enable Telnet on the managed device.

Replacing a Switch

The procedure below describes the steps to replace an existing stand-alone Switch and/or a redundant Switch.
Best practice is to replace the backup Switch first, and replace the active Switch only after the new backup
Switch is operational on the network. When you remove the active Switch from the network to replace it, the
new backup Switch takes over the active Switch role. When you add a second Switch to the network, the
second Switch automatically assumes the role of a backup Switch.

For information on the Mobility Controller Virtual Appliance, refer to the Alcatel-Lucent Virtual Appliance
Installation Guide.

Replacing an Returned Merchandise Authorization (RMA) Device

If the Switch being replaced was returned to Alcatel-Lucent as an RMA device, the license keys on the RMA
Switch cannot be directly transferred to a new device, and must be regenerated.

To generate a new license key for a Switch that is returned as an RMA:

1. Access the My Networking Portal at http://hpe.com/networking/mynetworking/.

. Log in to the My Networking Portal using the HPE Passport.
. Click View licenses or Transfer licenses to new platform. All available licenses are displayed.

2
3
4. Select the >> icon at the right end of the record to verify the license details before transferring it.
5. Click Transfer License at the bottom of the page.

6. Select a Switch from the AOS Controller Type drop-down list.

7

. Enter the serial number of the mobility Switch in the Serial number text box; or enter the passphrase of
the Mobility Master in the PassPhrase text box.

8. Select the license to be transferred.

9. Click Transfer at the bottom of the page. A new license key is generated, which you can apply to the
Switch.

Procedure Overview
The procedure to replace a backup or active Switch consists of the following tasks:

. Step 1: (Optional) Change the VRRP Priorities for a Redundant Master Pair on page 63

. Step 2: Back Up the Flash File System on page 63

. Step 3: Stage the New Switch on page 63

. Step 4: Add Licenses to the New Switch on page 63

. Step 6: Import and Restore the Flash Backup on page 64

. Step 7: Restore Licenses on page 64

. Step 8: Reboot the Switch on page 65

. Step 9. (Optional) Modify the Host Name on page 65

1
2
3
4
5. Step 5: Backup Newly Installed Licenses on page 64
6
7
8
9
1

0. Step 10: Save your Configuration on page 65
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11. Step 11: Remove the Existing Switch on page 65

G If your Switch does not have any manually added licenses, skip steps 3, 4, and 6 of the following procedure.

NOTE

Step 1: (Optional) Change the VRRP Priorities for a Redundant Master Pair

If your deployment uses VRRP to define the primary Mobility Master in a pair of redundant Mobility Masters
and you are replacing only the primary Mobility Master, you must change the VRRP priority levels of the
Switches so that the primary Mobility Master has a lower priority than the backup Mobility Master. This will
allow the configuration from the backup Mobility Master to be copied to the new Mobility Master, and prevent
an old or inaccurate configuration from being pushed to the managed devices.

Step 2: Back Up the Flash File System

To start the migration process, access the backup Switch or the Mobility Master being replaced and create a
backup of the flash file system. You can create a backup file using the WebUI or command-line interfaces.

To create a flash backup from the command-line interface, access the active Switch and issue the backup flash
command.

To back up the flash from the WebUI, log in to the current backup Switch or active Switch and create a flash
backup using the procedure below.

1. In the Mobility Master node hierarchy, select the device and navigate to the Maintenance >
Configuration Management > Backup tab.

2. Forthe Select what to backup option, select Flash.

3. Click Create Backup. A confirmation message (Backup saved successfully) is displayed.

4. Click Copy Backup to create a copy of the backup file. By default, the flash backup file is named
flashbackup.tar.gz.

5. Inthe Select source file drop-down list, select Flash file system.
6. In the File name drop-down list, select the relevant file name.

7. Inthe Select destination file drop-down list, select one of the server options to move the flash backup
off the Switch.

8. In the File name text box, enter the name of the Flash backup file to be exported.
9. Click Copy. A confirmation message (Files copied successfully) is displayed.

Step 3: Stage the New Switch

The next step in the procedure is to stage the new backup Switch or active Switch with basic IP connectivity.
Power up the new Switch, connect a laptop computer to the Switch’s serial port, and follow the prompts to
configure basic settings, such as the Switch name, role, VLAN, gateway, country code, and time zone.

Step 4: Add Licenses to the New Switch

To replace a Switch with manually added licenses, you will need to transfer those licenses to the new Switch as
part of the replacement process.

Use the license add command in the command-line interface. Alternatively, in the Mobility Master node
hierarchy, navigate to the Configuration > License page to add new or transferred licenses to the new
Switch.
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CAUTION

CAUTION

Py

Do not reboot the Switch at the end of this step. Do not save the configuration or write it to memory. Reboot only
after the flash memory and the licenses have been restored.

Step 5: Backup Newly Installed Licenses

Use the license export command in the command-line interface to back up the newly installed licenses to the
backup license database.

(host) [mynode] #license export <filename>

Do not reboot the Switch at the end of this step. Do not save the configuration or write it to memory. Reboot only
after the flash memory and the licenses have been restored.

Step 6: Import and Restore the Flash Backup

Import and restore the backup flash file system from the original Switch to the new Switch.

Do not reboot the Switch at the end of this step. Do not save the configuration or write it to memory. Reboot only
after the flash memory and the licenses have been restored.

To import and restore a flash backup using the WebUI:

1. Access the new Switch.

2. Inthe Mobility Master node hierarchy, select the device and navigate to the Diagnostics > Technical
Support > Copy Files tab.

3. In the Select source file drop-down list, select any of the source options.
4. In the File name drop-down list, select the relevant source file name.

5. Inthe Select destination file drop-down list, select Flash file system.
6. In the File name text box, enter the name of the Flash backup file.

7. Click Copy. By default, the flash backup file is named flashbackup.tar.gz. A confirmation message
(Files saved successfully) is displayed.

8. Next, to restore the backup of the flash file system, navigate to Mobility Master > host node hierarchy,
navigate to Maintenance > Configuration Management > Restore tab.

9. Select Flash and click Restore. A confirmation message (Flash restored sucessfully) is displayed.

To import and restore a flash backup file using the command-line interface, use the copy and restore flash
commands. The following example copies a backup file from a USB drive.

(host) [mynode] #copy usb: Partition 1 flashbak2 3600.tar.gz flash: flashbackup.tar.gz
....File flashbak2 3600.tar.gz copied to flash successfully.
(host) [mynode] #restore flash

Step 7: Restore Licenses

Execute the license import command in the command-line interface to import licenses from the license
database to the new Switch.

(host) [mynode] #license import <filename>

Do not save the configuration or write to memory at the end of this step.

CAUTION
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Step 8: Reboot the Switch

When all the licenses have been restored, issue the reload command in the command-line interface.
Alternatively, in the Mobility Master node, navigate to Maintenance > Software Management > Reboot
in the WebUI to reboot the new Switch. After rebooting, the Switch should not be on the network (or a
reachable subnet) with the Switch it will replace. This is to prevent a possible IP address conflict.

Do not save the configuration or write to memory at the end of this step.

CAUTION

AN

(host) [mynode] #reload

Do you want to save the configuration(y/n): n

Do you really want to restart the system(y/n): y
System will now restart!

Step 9. (Optional) Modify the Host Name

Execute the hostname command in the command-line interface to give the new Switch a unique host name.
(The flash restoration process gives the new Switch the same name as the existing Switch.)

Do not save the configuration or write to memory at the end of this step.

CAUTION

Step 10: Save your Configuration

Now, you must save the configuration settings on the new Switch. Execute the write memory command in
the command-line interface, or in the Web Ul navigate to the Managed Network node hierarchy, click the
Configuration tab and select Pending Changes at the top of the WebUI page.

Step 11: Remove the Existing Switch

If you are only replacing a backup Switch, remove the existing backup Switch and then connect the
replacement Switch to the network. If you are replacing both an active Switch and a backup Switch, replace the
backup Switch first.

When the active Switch is removed from the network, the backup Switch immediately assumes the role of
active Switch, and all active APs associate to the new active Switch within a few seconds. Therefore, when you
add another Switch to the network, it will, by default, assume the role of a backup Switch.

If you changed the VRRP priorities of your redundant Mobility Master prior to replacing the primary Mobility
Master, you may wish to change them back once the new primary Mobility Master is active on the network.
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Chapter 4
Control Plane Security

AQOS-W supports secure IPsec communications between a managed device and campus APs or remote APs
using public-key self-signed certificates created by each Mobility Master. The managed device certifies its APs
by issuing them certificates.

If the Mobility Master has any associated managed device, the Mobility Master sends a certificate to each
managed device, which in turn sends certificates to their own associated APs. If a managed device is unable to
contact the Mobility Master to obtain it's own certificate, it will not be able to certify the APs, and those APs can
not communicate with their managed device until Mobility Master-managed device communication has been
re-established. You create an initial CPsec configuration when you first configure the managed device using the
initial setup wizard. The AOS-W initial setup wizard enables CPsec by default, so it is very important that the
managed device be able to communicate with the Mobility Master when it is first provisioned.

Some AP model types have factory-installed digital certificates. These AP models use their factory-installed
certificates for IPsec, and do not need a certificate from the managed device. Once a campus AP or remote AP
is certified, either through a factory-installed certificate or a certificate from the managed device, the AP can
failover between managed devices and still stay connected to the secure network, because each AP has the
same Mobility Master as a common trust anchor.

The managed device maintains two separate AP whitelists; one for campus APs and one for remote APs. These
whitelists contain records of all campus APs or remote APs connected to the network. You can use a campus AP
or remote AP whitelist at any time to add a new valid campus AP or remote AP to the secure network, or revoke
network access to any suspected rogue or unauthorized APs.

When the managed device sends a certificate to the AP, that AP must reboot before it can connect to the
managed device over a secure channel. If you are enabling CPsec for the first time on a large network, you may
experience several minutes of interrupted connectivity while each AP receives its certificate and establishes its
secure connection.

Topics in this chapter include:

m  Control Plane Security Overview on page 66

m  Configuring Control Plane Security on page 67

m  Managing AP Whitelists on page 68

m  Whitelist DB Optimization on page 76

m  Configuring Networks with a Backup Mobility Master on page 76

m  Replacing a Switch on a Multi-Switch Network on page 77

m  Troubleshooting Control Plane Security on page 78

Control Plane Security Overview

Switches using CPsec send certificates to APs that you have identified as valid APs on the network. If you want
closer control over each AP that is certified, you can manually add individual campus and remote APs to the
secure network by adding each AP's information to the whitelists when you first run the initial setup wizard. If
you are confident that all APs currently on your network are valid APs, then you can use the initial setup wizard
to configure automatic certificate provisioning to send certificates from the Switch to each campus or remote
AP, or to all campus and remote APs within specific ranges of IP addresses.

The default automatic certificate provisioning setting requires that you manually enter each campus AP's
information into the campus AP whitelist, and each remote AP's information into the remote AP whitelist. If
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you change the default automatic certificate provisioning values to let the Switch send certificates to all APs on
the network, all valid APs will receive certificate, but this also increases the chance that you will certify a rogue
or unwanted AP. If you configure the Switch to send certificates to only those APs within a range of IP
addresses, there is a smaller chance that a rogue AP receives a certificate, but any valid AP with an IP address
outside the specified address ranges will not receive a certificate, and cannot communicate with the Switch
(except to obtain a certificate). Consider both options carefully before you complete the CPsec portion of the
initial setup wizard. If your Switch has a publicly accessible interface, you should identify the APs on the
network by the IP address range. This prevents the Switch from sending certificates to external or rogue
campus APs that may attempt to access your Switch through that publicly accessible interface.

When you initially deploy the Switch, you create your initial CPsec configuration using the initial setup wizard.
These settings can be changed at any time using the WebUI or CLI.

In the WebUI
1. Inthe Managed Network node hierarchy, navigate to the Configuration > System > CPSec tab.
2. Select the Control Plane Security accordion.
3. Click the Enable CPSEC toggle switch to enable this setting.
4. Click Submit.
5. Click Pending Changes.
6. Inthe Pending Changes window, select the check box and click Deploy changes.

To enable auto cert provisioning:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > System > CPSEC tab.

2. Select the Control Plane Security accordion.

3. Click the Enable CPSEC toggle switch to enable this setting.

4. Click the Enable auto cert provisioning toggle switch to allow AP's from specified ranges.

5. Click the Only accept APs from specified ranges toggle switch to enable this setting.
a. Click + in Address ranges for Auto Cert Provisioning table. The New Address Range window is
displayed.
b. Enter the IPv4 or IPv6 address in the Start address IPv4 or v6 and End address IPv4 or v6 fields.
c. Click OK.

6. Click Submit.

7. Click Pending Changes.
8. Inthe Pending Changes window, select the check box and click Deploy changes.

The Mobility Master generates its self-signed certificate and begins distributing certificates to campus APs and
any managed devices on the network over a clear channel. After all APs have received a certificate and have
connected to the network using a secure channel, access the Control Plane Security window and turn off
auto certificate provisioning if that feature was enabled. This prevents the Switch from issuing a certificate to
any rogue APs that may appear on your network at a later time.
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Table 14: Control Plane Security Parameters

Parameter Description

Enable CPSEC Select enable or disable to turn the control plane security feature on or off. This
feature is enabled by default.

Enable auto cert When you enable the control plane security feature, you can toggle this switch to
provisioning turn on automatic certificate provisioning. When you enable this feature, the Switch
attempts to send certificates to all associated campus APs. Auto certificate
provisioning is disabled by default.

NOTE: If you do not want to enable automatic certificate provisioning the first time
you enable control plane security on the Switch, you must identify the valid APs on
your network by adding those to the campus AP whitelist. For details, see Managing
AP Whitelists on page 68.

After you have enabled automatic certificate provisioning, you must select Only
accept APs from specified ranges.

Only accept APs Enabling this option will let you automatically certify APs within a select range of IP
from specified addresses.
ranges

Address ranges for | The Address ranges for Auto Cert Provisioning section allows you to send

Auto Cert certificates to a group of campus or remote APs within a range of IP addresses. Click
Provisioning + to specify the start and end IP address of the range. Repeat this procedure to add
additional IP ranges to the list of allowed addresses. If you enable both control plane
security and auto certificate provisioning, all APs in the address list receives
automatic certificate provisioning.

Remove a range of IP addresses from the list of allowed addresses by selecting the
IP address range from the list and clicking Delete.

In the CLI

Use the commands below to configure CPsec via the command line interface on a managed device or Mobility
Master.

(host) [md] (config) #control-plane-security

(host) [md] (Control Plane Security Profile) #auto-cert-allow-all

(host) [md] (Control Plane Security Profile) #auto-cert-allowed-addrs <start> <end>

(host) [md] (Control Plane Security Profile) #auto-cert-prov
(host) [md] (Control Plane Security Profile) #cpsec-enable

View the current CPsec settings using the following command:

(host) [md] (config)#show control-plane-security

Managing AP Whitelists

Campus or OAW-RAPs appear as valid APs in the OAW-AP or OAW-RAP whitelists when you manually enter their
information into the OAW-AP or OAW-RAP whitelists using the WebUI or CLI of a Switch. Also, the OAW-APs or
OAW-RAPs appear as valid APs after a Switch sends a certificate to an AP as part of automatic certificate
provisioning and the AP connects to the Switch over a secure tunnel. APs that are not approved or certified on
the network are included in the OAW-AP whitelists, but these APs appear in an unapproved state.

Use the AP whitelists to grant valid APs secure access to the network or to revoke access from suspected rogue
APs. When you revoke or remove an AP from the OAW-AP or OAW-RAP whitelists on a Switch that uses CPsec,
that AP will not able to communicate with the Switch again, unless the AP obtains a new certificate.

The following sections discuss the procedures to manage AP whitelists:
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Adding an AP to the Campus or Remote AP Whitelists
You can add an AP to the OAW-AP or OAW-RAP whitelists using the WebUI or CLI.

In the WebUI
To add an AP to the OAW-AP or OAW-RAP whitelist:

1. In the Managed Network node hierarchy, navigate to the Configuration > Access Points >
Whitelist tab.

2. Click Campus AP Whitelist or Remote AP Whitelist tab.

3. Click +.

4. Define the following parameters for each AP you want to add to the AP whitelist:

Table 15: AP Whitelist Parameters

Parameter Description

Campus AP whitelist configuration parameters

MAC address MAC address of campus AP that supports secure communications to and
from its Switch.

AP name Name of the campus AP. If you do not specify a name, the AP uses its MAC
address as AP name.

AP group Name of the AP group to which the campus AP is assigned. If you do not
specify an AP group, the AP uses default as its AP group.

Description Brief description of the campus AP.

Remote AP whitelist configuration parameters

MAC address MAC address of the remote AP, in colon-separated octets.
AP name Name of the Remote AP. If you do not specify a name, the AP uses its MAC
address as AP name.
AP group Name of the AP group to which the Remote AP is assigned.
Description Brief description of the Remote AP.
IPv4 address IPv4 address of the Remote AP.
IPv6 address IPv6 address of the Remote AP.
5. Click Submit.

6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI
To add an AP to the OAW-AP whitelist:

(host) [mynode] (config) #whitelist-db cpsec add mac-address <address>
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ap-group <ap_group>
ap-name <ap name>
description <description>

To add an AP to the OAW-RAP whitelist:
(host) [mynode] (config) #whitelist-db rap add mac-address <mac-address>
ap-group <ap-group>
ap-name <ap-name>
description <description>
full-name <name>
remote-ip <inner-ip-adr>
remote-ipv6 <ipvé6 address>

Viewing AP Whitelist Entries

The WebUI displays the table of entries in the selected AP whitelist. The table of entries page displays a list of
AP whitelist entries.

The Configuration > Access Points > Whitelist tab displays the list of the OAW-AP whitelists by default. To
view the list of OAW-RAP whitelists, click Remote AP whitelist.

The OAW-RAP whitelist entries page displays only the information you can manually configure. The OAW-AP
whitelist entries page displays both user-defined settings and additional information that are updated when
the status of a OAW-AP changes.

Table 16: Campus AP Parameters

Parameter Description

Status Displays the status of the AP whitelist entry.
Revoke text Brief description for revoking the campus AP.
Approved Approval status of the campus AP.

Updated Time and date of the last AP status update.

To view information about the OAW-AP and OAW-RAP whitelists using the CLlI, issue the following commands:

(host) [mynode] #show whitelist-db cpsec

Control-Plane Security Whitelist-entry Details

MAC-Address AP-Group AP-Name Enable State Cert-Type
Description Revoke Text Last Updated

6c:f£3:7f:cc:42:25 Enabled certified-factory-cert factory-cert
Thu Jul 7 03:42:21 2016

9c:1c:12:c0:7c:a6 default san225 Enabled certified-factory-cert factory-cert
Wed Aug 3 10:34:13 2016

24:de:cb:ca:94:ba Enabled certified-factory-cert factory-cert
Fri Apr 22 06:28:46 2016

94:p4:0f:c0:cc:42 Enabled certified-factory-cert factory-cert
Fri Aug 5 06:54:43 2016

18:64:72:cf:e6:9c Enabled certified-factory-cert factory-cert
Tue Aug 9 07:35:41 2016

ac:a3:1le:c0:e6:82 Enabled certified-factory-cert factory-cert
Wed Aug 10 09:12:23 2016

ac:a3:le:cd:36:84 Enabled certified-factory-cert factory-cert

Fri Jun 17 05:50:02 2016
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ac:a3:le:c0:e6:9a Enabled certified-factory-cert factory-cert
Thu May 26 06:31:13 2016
Total Entries: 8

(host) [mynode] #show whitelist-db cpsec-status

My Mac-Address 00:1la:1e:00:1a:b8
My IP-Address 10.15.28.16
Master IP-Address 10.15.28.16
Switch-Role Master

Whitelist-sync is disabled
Entries in Whitelist database
Total entries:

Approved entries:

Unapproved entries:
Certified entries:

Certified hold entries:
Revoked entries:

Marked for deletion entries:
Current Sequence Number:

~N O O NN O W,

=
S

(host) [mynode] #show whitelist-db rap
Entries in Whitelist database

Total entries: 0
Revoked entries: 0
Marked for deletion entries: O

AP Entries: 4

Modifying an AP in the Campus AP Whitelist

Use the following procedures to modify the AP group, AP name, certificate type, state, description, and revoked
status of an AP in the OAW-AP whitelist using the WebUI or CLI.

In the WebUI
To modify an AP in the OAW-AP whitelist:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Access Points >
Whitelist tab.

2. Click Campus AP Whitelist tab.
3. Select the check box of the AP that you want to modify.

4. Modify the settings of the selected AP. Some of the following parameters are available when adding an
AP to the OAW-AP whitelist.

= AP name: The name of the OAW-AP. If you not specify a name, the AP uses its MAC address as a name.
= AP group: The name of the AP group to which the OAW-AP is assigned.

m Description: Brief description of the OAW-AP.

= Status: Select Revoked or Accepted.

= Revoked string: Enter a value for this string.

5. Click Submit to update the OAW-AP whitelist entry with its new settings.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI
To modify an AP in the OAW-AP whitelist:
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(host) #whitelist-db cpsec modify mac-address <name>
ap-group <ap group>
ap-name <ap name>
cert-type {switch-cert|factory-cert}
description <description>
mode {disable|enable}
revoke-text <revoke-text>
state {approved-ready-for-cert|certified-factory-cert}

Revoking an AP from the Campus AP Whitelist

You can revoke an invalid or rogue AP either by modifying its revoke status (as described in Modifying an AP in

the Campus AP Whitelist on page 71) or by directly revoking it from the OAW-AP whitelist without modifying
any other parameter. When revoking an invalid or rogue AP, enter a brief description why the AP is being
revoked. When you revoke an AP from the OAW-AP whitelist, the OAW-AP whitelist retains the information of
the AP. To revoke an invalid or rogue AP and permanently remove it from the whitelist, delete that entry.

You can revoke an AP from the OAW-AP whitelist using the WebUI or CLI.

In the WebUI
To revoke an AP from the OAW-AP whitelist:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Access Points >
Whitelist tab.

2. Click Campus AP Whitelist tab.

3. Click on the check box next to the AP you want to revoke and click Revoke. The Revoke window is
displayed.

4. Enter a brief description of why the AP is being revoked in the Revoke text field.

5. Click Submit.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI
To revoke an AP via the OAW-AP whitelist:

(host) [mynode] (config) #whitelist-db cpsec revoke mac-address <name> revoke-text <comment>

Deleting an AP from the Campus AP Whitelist

Before deleting an AP from the OAW-AP whitelist, verify that auto certificate provisioning is either enabled or
disabled only for IP addresses that do not include the AP being deleted. If you enable automatic certificate
provisioning for an AP that is still connected to the network, you cannot delete it from the OAW-AP whitelist;
the Switch immediately re-certifies the AP and re-creates its whitelist entry.

You can delete an AP from the OAW-AP whitelist using the WebUI or CLI.

In the WebUI
To delete an AP from the OAW-AP whitelist:

1. In the Managed Network node hierarchy, navigate to the Configuration > Access Points >
Whitelist tab.

2. Click Campus AP Whitelist tab.
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3. Select the check box of the AP that you want to delete, then click Delete.

4. Click Delete.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.

The following animation displays how to delete an AP from the OAW-AP whitelist in the WebUI:
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In the CLI
To delete an AP from the OAW-AP whitelist:

(host) [mynode] (config) #whitelist-db cpsec del mac-address <name>

Purging a Campus AP Whitelist

Before adding a new managed device to a network using CPsec, purge the campus AP whitelist on the new
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managed device. To purge a OAW-AP whitelist, issue the following command:
(host) [mynode] (config) #whitelist-db cpsec purge

Offloading a Switch Whitelist to ClearPass Policy Manager

This feature allows to externally maintain AP whitelist in a ClearPass Policy Manager server. The Switch, if
configured to use an external server, can send a RADIUS access request to a ClearPass Policy Manager server.
The MAC address of the AP is used as a username and password to construct the access request packet. The
ClearPass Policy Manager server validates the RADIUS message and returns the relevant parameters for the
authorized APs.

The following supported parameters are associated with the following Vendor Specific Attributes (VSAs). The
ClearPass Policy Manager server sends them in the RADIUS access accept packet for authorized APs:

= ap-group: Alcatel-Lucent-AP-Group

m ap-name: Alcatel-Lucent-Location-ID

m ap-remote-ip: Alcatel-Lucent-AP-IP-Address

The following defaults are used when any of the supported parameters are not provided by the ClearPass
Policy Manager server in the RADIUS access accept response:

m ap-group: The default ap-group is assigned to the AP.

m ap-name: The MAC address of the AP is used as the AP name.

There is no change in the OAW-RAP role assighment. The OAW-RAP is assigned the role that is configured in the
VPN default-rap profile.

AOS-W now provides support for ClearPass Policy Manager to whitelist OAW-RAPs in a cluster environment.
You can configure ClearPass Policy Manager as an external server that authenticates OAW-RAPs using the MAC
address of OAW-RAPs. The OAW-RAPs are authenticated by maintaining whitelist entries in ClearPass Policy
Manager, and the cluster inner IP addresses are assigned on the Mobility Master. Hence, the inner IP address
assignment is centralized and forwarded to the associated managed devices in the cluster.

In the WebUI
To assign a ClearPass Policy Manager server to a OAW-RAP:

1. Configure a ClearPass Policy Manager server using the WebUI:

a. Inthe Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

b. Click + in the Server Groups table.

¢. Inthe Add Server Group window, enter the server group name in the Name field.
d. Click Submit.

e. Select the server group created.

f. Click + in the Server Group > <name> table.

g. To assign an existing server as the ClearPass Policy Manager server,

e Select Add existing server option.

e Choose aserver from the list.

o Click Submit.

h. To create a new ClearPass Policy Manager server,

Select Add new server option.

Enter/ Select appropriate values in the following fields:
e Name,
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e IP address / hostname

e Type

e Click Submit.

e Select the new server created in the All Servers table.

e Under Server Options, enter a value in the Shared Key field and re-enter the value in the Retype
key field.

e Click Submit.
i. Click Pending Changes.
j- Inthe Pending Changes window, select the checkbox and click Deploy Changes.
. In the Mobility Master node hierarchy, navigate to the Configuration > System > Profiles tab.
. In the All profiles list, select Wireless LAN > VPN Authentication> default-rap> Server Group.
. Select the ClearPass Policy Manager server from the Server Group drop-down list.
. Click Submit.
. Click Pending Changes.
. In the Pending Changes window, select the check box and click Deploy changes.

N o o N

To assign a ClearPass Policy Manager server to a OAW-RAP that was initially an Instant AP:

. Ensure that a ClearPass Policy Manager server is configured on the Switch.

. In the Mobility Master node hierarchy, navigate to the Configuration > System > Profiles tab.

. In the All profiles list, select Wireless LAN > VPN Authentication> default-iap> Server Group.
. Select the ClearPass Policy Manager server from the Server Group drop-down list.

. Click Save.

. Click Pending Changes.

. Inthe Pending Changes window, select the check box and click Deploy changes.

N oo N -

In the CLI
To add a ClearPass Policy Manager server to a OAW-RAP:

Configure a RADIUS server with ClearPass Policy Manager server as host address. In this example cppm-rad is
the ClearPass Policy Manager server name and cppm-sg is the server group name.

(host) [md] (config) #aaa authentication-server radius cppm-rad
(host) [md] (RADIUS Server "test") # host 1.1.1.1

Run the following commands to add this server to a server group:

(host) [md] (config) #aaa server-group cppm-sg
(host) (Server Group "cppm-sg") #auth-server cppm-rad

Run the following commands to add this server group to the default-rap vpn profile:

(host) [md] (config) #aaa authentication vpn default-rap
(host) (VPN Authentication Profile "default-rap") #server-group cppm-sg

Run the following command to configure the OAW-RAP inner IP pool on the Mobility Master for cluster
deployment :
(host) [mynode] (config) #lc-rap-pool rap-cluster 3.1.1.3 3.1.1.10

Important Points to Remember

m Thelc-rap-pool command currently supports only IPv4 address in a cluster environment.
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m Inthe cluster environment, the managed device does not use the IP address received from ClearPass Policy
Manager, and tries to obtain the cluster inner IP address from OAW-RAP inner IP pool for cluster
deployment (lc-rap-pool) configured on the Mobility Master. If the managed device fails to obtain the inner
I[P address, the OAW-RAP does not establish IKE/IPsec tunnel with the managed device. The whitelist entries
are automatically generated after successful authentication and IP assignment from the OAW-RAP inner IP
pool.

m  When the OAW-RAP goes down on all cluster members, both the managed device and Mobility Master
delete the OAW-RAP whitelist entries that are generated automatically.

Whitelist DB Optimization

In addition to the existing push-based model that syncs whitelist entries to managed devices when they are
updated, deleted, or revoked from Mobility Master. The Mobility Master introduces a pull-based sync
mechanism for the whitelist database, in which AP whitelist entries are only synced to the managed devices
that require the entry. The pull-based sync mechanism is used when a Remote AP or CPsec AP terminates on a
managed device or if a network is down during a whitelist push, which can prevent messages from going
through to the managed devices. The managed device can use this as a fallback mechanism to periodically
check if it is in sync with the Mobility Master. If a mismatch is detected, the managed device pulls the new entry
from Mobility Master. All whitelist entries are configured from a centralized location on the Mobility Master and
synced to appropriate managed devices. Entries can also be configured directly on a managed device for
debugging purposes. However, these changes are not synced back to the Mobility Master or any other
managed device.

This whitelist-DB optimization provides the following enhancements on Mobility Master:

m  Reduced memory footprint.

m Increased performance on the Mobility Master and managed devices.

m Scalability and support for over 1000 managed devices and 10,000 APs on a Mobility Master.
m Scalability and support for managed devices with varying AP capacities.

» Simplified debugging process, as corrupt entries are no longer synced to every managed device on a given
Mobility Master.

Changes made to the whitelist-DB can only be applied to the postgres database and are not backwards-compatible.

HOTE

You can view a Switch's current sequence number using the CLI:

(host) #show whitelist-db seg-pendlist

In a Mobility Master, only a global list of whitelist entries are available. To view the entries specific to a managed
R device, login into the particular device to view the whitelist specific to the device.

Configuring Networks with a Backup Mobility Master
This section describes the configuration with a backup Mobility Master.

If your network includes a redundant backup Mobility Master, you must synchronize the database from the
primary Mobility Master to the backup Mobility Master at least once after all APs are communicating with the
Switches over a secure channel. This ensures that all certificates, IPsec keys, and campus AP whitelist entries are
synchronized to the backup Switch. You should also synchronize the database any time the campus AP
whitelist changes (APs are added or removed to ensure that the backup Switch has the latest settings).

Mobility Master and backup Mobility Masters can be synchronized using either of the following methods:
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= Manual Synchronization: Issue the database synchronize command to manually synchronize
databases from your primary Mobility Master to the backup Mobility Master.

m Automatic Synchronization: Schedule automatic database backups using the database synchronize
period command in configuration mode.

If you add a new backup Mobility Master to an existing Mobility Master, you must add the backup Mobility Master as
the lower priority Switch. If you do not add the backup Mobility Master as a lower priority Switch, your CPsec
security keys and certificates may be lost. If you want the new backup Mobility Master to become your primary
Switch, increase the priority of that Switch to a primary Switch after you have synchronized your data.

Replacing a Switch on a Multi-Switch Network
The procedure to replace a Switch within a multi-Switch network varies, depending upon the role of that Switch,

whether the network has a single Mobility Master or a cluster of Mobility Masters, and whether or not the
Switch has a backup.

Replacing Switches in a Single Mobility Master Network

Use the procedures in this section to replace a Mobility Master or managed device in a network environment
with a single Mobility Master.

Replacing a Managed Device
Follow the steps below to replace a managed device in a single Mobility Master network:

1. Disconnect the managed device from the network.

2. If you plan on moving the managed device to another location on the network, purge the campus AP
whitelist on the managed device.

Access the CLI on the old managed device and issue the whitelist-db cpsec purge command.

3. Install the new managed device, but do not connect it to the network. If the managed device has been
previously installed on the network, you must ensure that the new managed device has a clean whitelist.
4. Purge the managed device whitelist by executing the whitelist-db cpsec purge command on the new
managed device.

5. Once the managed device has a valid CPsec certificate and configuration, the managed device receives
the campus AP whitelist from the Mobility Master and starts certifying approved APs.

6. APs associated with the new managed device reboots and creates new IPsec tunnels to the Switch using
the new certificate keys.

Replacing a Redundant Mobility Master

The CPsec feature requires you to synchronize databases from the primary Mobility Master to the backup
Mobility Master at least once after the network is up and running. This ensures that all certificates, keys, and
whitelist entries are synchronized to the backup Mobility Master. Because the AP whitelist may change
periodically, you should regularly synchronize these settings to the backup Mobility Master. For details, see
Configuring Networks with a Backup Mobility Master on page 76.

When you install a new backup Mobility Master, you must add it as a lower priority Switch than the existing
primary Mobility Master. After you install the backup Mobility Master on the network, synchronize the
database from the existing primary Mobility Master to the new backup Mobility Master to ensure that all
certificates, keys, and whitelist entries required for CPsec are added to the new backup Mobility Master
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configuration. If you want the new Mobility Master to act as the primary Mobility Master, you can increase that
Mobility Master’s priority after the settings have been synchronized.

The CPsec settings of a Switch does not change if you upgrade the Switch running AOS-W 6.x to AOS-W 8.0.0.0. If
CPsec was already enabled, then it remains enabled after the upgrade, however if CPsec was not enabled previously
and you want to use this feature after upgrading, then you must manually enable CPsec.

Troubleshooting Control Plane Security

Follow the procedures below to identify and troubleshoot CPsec issues:

Identifying Certificate Problems

If an AP has a problem with its certificate, check the state of the AP in the campus AP whitelist. If the AP isin
either the certified-hold-factory-cert or certified-hold-switch-cert states, you may need to manually change the
status of that AP before it can be certified.

n certified-hold-factory-cert: An AP is put in this state when the Switch thinks the AP has been certified with
a factory certificate, but the AP requests to be certified again. Because this is not a normal condition, the AP
is not approved as a secure AP until you manually change the status of the AP to verify that it is not
compromised. If an AP is in this state due to connectivity problems, then the AP recovers and is taken out of
this hold state as soon as connectivity is restored.

m certified-hold-switch-cert: An AP is put in this state when the Switch thinks the AP has been certified with
a Switch certificate yet the AP requests to be certified again. Because this is not a normal condition, the AP is
not be approved as a secure AP until a network administrator manually changes the status of the AP to
verify that it is not compromised. If an AP is in this state due to connectivity problems, then the AP recovers
and is taken out of this hold state as soon as connectivity is restored.

Verifying Certificates

If you are unable to configure the CPsec security feature, verify that its TPM and factory-installed certificates
are present and valid by accessing the Switch's CLI and issuing the show tpm cert-info command. If the
Switch has a valid certificate, the output of the command appears similar to the output in the example below.

This command works only on hardware Switches.

(host) #show tpm cert-info

TPM manufacturing factory certificate

subject= /CN=BA0003137::00:1a:1e:00:89:b8

issuer= /DC=com/DC=arubanetworks/DC=ca/CN=DEVICE-CAl
serial=2E1DF0D10000004C8EE7

notBefore=Aug 6 22:50:04 2013 GMT

notAfter=Sep 14 03:21:14 2032 GMT

Generated Factory certificate

subject= /CN=BA0003137::00:1a:1e:00:89:b8/L=SW
issuer= /CN=BA0003137::00:1a:1e:00:89:b8
serial=2E1DF0D10000004C8EE7

notBefore=Aug 6 22:50:04 2013 GMT
notAfter=Sep 14 03:21:14 2032 GMT
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If the Switch displays the following output, it may have a corrupted or missing TPM and factory certificates.
Contact Alcatel-Lucent support.

(host) #show tpm cert-info
Cannot get TPM and Factory Certificate Info.

Disabling Control Plane Security

If you disable CPsec on a Mobility Master or managed device, all APs connected to that Switch reboot then
reconnect to the Switch over a clear channel.

If you disable CPsec for a managed device, APs directly connected to the managed device reboot and reconnect
to the managed device over a clear channel.

Verifying Whitelist Synchronization

To verify if the campus AP whitelist is downloaded from the Mobility Master to managed devices, check the
sequence numbers on the Mobility Master and managed device whitelists.

The sequence number value on a Mobility Master should be the same as the sequence number on the
managed device.

Rogue APs

If you enable auto certificate provisioning enabled with the Enable auto cert provisioning option, any AP
that appears on the network receives a certificate. If you notice unwanted or rogue APs connecting to your
Switch via an IPsec tunnel, verify that automatic certificate provisioning has been disabled, then manually
remove the unwanted APs by deleting their entries from the campus AP whitelist.
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Chapter 5

Network Configuration Parameters

This section gives an overview of AOS-W WLAN. It describes the procedures to configure a basic WLAN and
define VLANs and ports. It also describes how to enable advanced WLAN, optional WLAN, and VLAN
optimization features.

Click any of the following links to configure a campus WLAN:

m  Campus WLAN Workflow on page 80

m  Configuring VLANs on page 83

m  Trusted and Untrusted Ports and VLANs on page 90

Click the following links to configure a basic network:

m  Assign an IP Address to a VLAN on page 91

m  Configuring Trusted or Untrusted Ports and VLANs on page 95

m  Configuring the Mobility Master IP Address on page 96

m  Configuring the Loopback IP Address on page 97

m  Configuring Static IP Routes on page 98

Click the following links to configure advanced WLAN or optional WLAN features:
m  GRE Tunnels on page 98

m  GRE Tunnel Groups on page 106

= Jumbo Frame Support on page 107

m PVST+ on page 108

m RSTP onpage 109

m PortFast and BPDU Guard for Spanning Tree on page 111
m LLDPonpagel113

Campus WLAN Workflow

Create a campus WLAN by using the new WLAN wizard in the WebUI, manually configuring the WLAN in the
WebUI, or manually configuring the WLAN in the CLI.

Using the New WLAN Wizard in the WebUI

The simplest way to create a new WLAN is to use the New WLAN wizard, available in the Configuration >
WLANSs section of the WebUI (Managed Network node hierarchy). The wizard walks you through the steps
to define and configure the SSID, VLAN, authentication and authorization settings, and default user role for the
WLAN. The configuration options that appear in the WLAN wizard will vary, depending upon the type of WLAN
you choose to create.

Manually Configuring the WLAN in the WebUI

The following workflow lists the tasks to configure a campus WLAN, with a signal SSID, that uses 802.1X
authentication. Click any of the links below for details on the configuration procedures for that task.

1. Configure your authentication servers.

2. Create an authentication server group and assign the authentication servers you configured in step 1 to
that server group.

3. Configure a firewall access policy.
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4. Create a user role and assign the firewall access policy you created in step 3 to that user role.
5. Create an AAA profile.

a. Assign the user role defined in step 4 to the 802.1X Authentication Default Role of the AAA
profile.

b. Associate the server group you created in step 2 to the AAA profile.
6. Create a new SSID profile.

7. Create a new virtual AP profile.

8. Associate the virtual AP profile to the AAA profile you created in Step 5.

9. Associate the virtual AP profile to the SSID profile you created in Step 6.
Manually Configuring the WLAN in the CLI

The example below follows the suggested order of steps to configure a virtual AP using the command-line
interface.

(host) [mynode] (config) #aaa server-group THR-DOT1X-SERVER-GROUP-WPA2
auth-server Internal

(host) [mynode] (config) #ip access-list session THR-POLICY-NAME-WPA2
user any any permit

(host) [mynode] (config) #user-role THR-ROLE-NAME-WPA2
access-list session THR-POLICY-NAME-WPA2

(host) [mynode] (config) #aaa server-group THR-DOT1X-SERVER-GROUP-WPA2
auth-server Internal

(host) [mynode] (config) #aaa profile THR-AAA-PROFILE-WPA2
dotlx-default-role THR-ROLE-NAME-WPA2
dotlx-server-group THR-DOT1X-SERVER-GROUP-WPA2

(host) [mynode] (config) #wlan ssid-profile THR-SSID-PROFILE-WPA2
essid THR-WPA2
opmode wpa2-aes

(host) [mynode] (config) #wlan virtual-ap THR-VIRTUAL-AP-PROFILE-WPA2
ssid-profile THR-SSID-PROFILE-WPA2
aaa-profile THR-AAA-PROFILE-WPA2
vlan 60

(host) [mynode] (config) #ap-group THRHQ1-STANDARD
virtual-ap THR-VIRTUAL-AP-PROFILE-WPA2

Understanding VLAN Assignments

A client is assigned to a VLAN by one of several methods, in order of precedence. The assighment of VLANs are
(from lowest to highest precedence):

1. The default VLAN is the VLAN configured for the WLAN.

2. Before client authentication, the VLAN can be derived from rules based on client attributes (SSID, BSSID,
client MAC, location, and encryption type). A rule that derives a specific VLAN takes precedence over arule
that derives a user role that may have a VLAN configured for it.

3. After client authentication, the VLAN can be configured for a default role for an authentication method,
such as 802.1X or VPN.

4. After client authentication, the VLAN can be derived from attributes returned by the authentication
server (server-derived rule). A rule that derives a specific VLAN takes precedence over a rule that derives a
user role that may have a VLAN configured for it.
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5. After client authentication, the VLAN can be derived from Microsoft Tunnel attributes (Tunnel-Type,
Tunnel Medium Type, and Tunnel Private Group ID). All three attributes must be present as shown below.
This does not require a server-derived rule. For example:

Tunnel-Type="VLAN" (13)

Tunnel-Medium-Type="IEEE-802" (6)

Tunnel-Private-Group-Id="101"

6. After client authentication, the VLAN can be derived from VSA for RADIUS server authentication. This
does not require a server-derived rule. If a VSA is present, it overrides any previous VLAN assignment. For
example:

Alcatel-Lucent-User-VLAN
Alcatel-Lucent-Named-User-VLAN

The following sections describe:
m VLAN Derivation Priorities for VLAN types on page 82

m  Configuring Multiple Wired Uplink Interfaces (Active-Standby) on page 82
VLAN Derivation Priorities for VLAN types
The VLAN derivation priorities for VLAN is defined below in the increasing order:

. Default or Virtual AP VLAN

. VLAN from Initial role

. VLAN from UDR role

. VLAN from UDR

. VLAN from DHCP option 77 UDR role (wired clients)

. VLAN from DHCP option 77 UDR (wired clients)

. VLAN from MAC-based Authentication default role

. VLAN from Server Derivation Rule role during MAC-based Authentication
. VLAN from SDR during MAC-based Authentication

10. VLAN from VSA role during MAC-based Authentication

11. VLAN from VSA during MAC-based Authentication

12. VLAN from Microsoft Tunnel attributes during MAC-based Authentication
13. VLAN from 802.1X default role

14. VLAN from SDR role during 802.1X

15. VLAN from SDR during 802.1X

16. VLAN from VSA role during 802.1X

17. VLAN from VSA during 802.1X

18. VLAN from Microsoft Tunnel attributes during 802.1X

19. VLAN from DHCP options role

20. VLAN from DHCP options

00 N4 O U1 M W N —

Xe]

HNOTE

A VLAN from DHCP options has highest priority for VLAN derivation. Note, however, that DHCP options are not
considered for derivation if the Aruba VSA ARUBA_NO_DHCP_FINGERPRINT (14) was sent for the user.

Use the following command to display user VLAN derivation debug information:

(host) [mynode] #show aaa debug vlan user [ip|ipv6]|mac]

Configuring Multiple Wired Uplink Interfaces (Active-Standby)

You can assign up to four VLAN interfaces to operate in active-standby topology. An active-standby topology
provides redundancy so that when an active interface fails, the user traffic can failover to the standby
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interface.

To allow Mobility Master to obtain a dynamic IP address for a VLAN, enable the DHCP or PPPoE client on
Mobility Master for the VLAN. For more information, see Assigning a Static IP Address to a VLAN

Configuring VLANs

Managed Devices operate as layer-2 switches that use a VLAN as a broadcast domain. As a layer-2 switch, the
managed device requires an external router to route traffic between VLANs. The managed device can also
operate as a layer-3 switch that can route traffic between VLANs defined on Mobility Master.

You can configure one or more physical ports on the managed device to be members of a VLAN. Additionally,
each wireless client association constitutes a connection to a virtual port on the managed device, with
membership in a specified VLAN. You can place all authenticated wireless users into a single VLAN or into
different VLANSs, depending upon your network. VLANs can remain inside the managed device, or they can
extend outside the managed device through 802.1q VLAN tagging.

You can optionally configure an IP address and netmask for a VLAN. The IP address is up when at least one
physical port in the VLAN is up. The VLAN IP address can be used as a gateway by external devices; packets
directed to a VLAN IP address that are not destined for the managed device are forwarded according to the
managed device's IP routing table.

Configuring VLANs include:
m Creating and Updating VLANs on page 83

m  Role Derivation for Named VLAN Pools on page 84
m  Adding a Bandwidth Contract to the VLAN on page 86
= Optimizing VLAN Broadcast and Multicast Traffic on page 86

m |Inter-VLAN Routing on page 87

m  Configuring Source NAT to Dynamic VLAN Address on page 88

m  Configuring Source NAT for VLAN Interfaces on page 88

Creating and Updating VLANSs

You can create and update a single VLAN, bulk VLANSs, or a named VLAN.
Creating and Updating a Single VLAN

You can create an update a single VLAN using the WebUI or CLI.

In the WebUI
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > VLANS tab.

2. Click + to create a new VLAN. (To edit an existing VLAN, click the VLAN entry.) See Creating and Updating
VLANs on page 83 to create a range of VLANS.

a. Enter a name for the new VLAN.
b. Inthe VLAN ID/Range field, enter a valid VLAN ID. (Valid values are from 1 to 4094, inclusive).
c. Click Submit.

3. Click Submit.

4. Click Pending Changes.

5. Inthe Pending Changes window, select the check box and click Deploy changes.

6. To add physical ports to the VLAN, go to the Ports page. To associate the VLAN with specific port-
channels, select Port-Channels.
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a. If you selected Port, select the ports you want to associate with the VLAN from the Ports table. For
each port, select the new VLAN from the VLAN drop-down list.

b. If you selected Port-Channel, select the specific channel number you want to associate with the VLAN
from the Port Channel table.

c. Click Submit.
7. Click Submit.
8. Click Pending Changes.
9. Inthe Pending Changes window, select the check box and click Deploy changes.
In the CLI
Use the following commands:

(host) [mynode] (config) #vlan <id>
(host) [mynode] (config) f#interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-if) #switchport access vlan <vlan>

Creating and Updating Bulk VLANSs

You can create and update bulk VLANs using the WebUI or CLI.

In the WebUI
1. In the Managed Network node hierarchy, navigate to the Configuration > Interfaces > VLANs tab.
2. To add multiple VLANSs at one time, click + on the VLANSs window.

a. Inthe New VLAN pop-up window, enter a range of VLANs in the VLAN ID/Range field that you want
to create at once. For example, to add VLAN IDs numbered 200-300 and 302-350, enter 200-300, 302-
350.

b. Click Submit.
3. To add physical ports to a VLAN, select the VLAN.
a. Inthe Port Members table, click Edit.
b. Select and move the ports from the Available list to the Selected list.
c. Click OK.
4. Click Submit.
5. Click Pending Changes.
6. Inthe Pending Changes window, select the check box and click Deploy changes.
In the CLI
Use the following commands:

(host) [mynode] (config) #vlan <id>
(host) [mynode] (config) #vlan <id> range <range>

Creating and Updating a Named VLAN

Refer to the section Address Pool Management on page 250.

Role Derivation for Named VLAN Pools

Named VLANSs (single VLAN IDs or multiple VLAN IDs) can only be assigned to tunnel mode VAP’s and wired
profiles. They can also be assigned to user roles, user rule derivation, server derivation, and VSA for tunnel and
bridge mode.

A VLAN name cannot be modified.
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For tunnel mode, named VLANSs that have the assignment type hash and even are supported.

For bridge mode only, named VLANs with the assignment type hash are supported. If a named VLAN with
even assignment is assigned to a user rule, user role, server derivation or VSA, then the hash assignment is
applied and the following error message is displayed - named VLAN assignment type EVEN not supported
for bridge. Applying HASH algorithm to retrieve vlan-id.

L2 roaming is not supported with an even VLAN assignment.

HOTE

You can configure Named VLANs under user rule, server derivation, user derivation, and VSA using the
WebUI or CLI.

In the WebUI
To apply a named VLAN to a user rule:
1. Inthe Managed Network node hierarchy, navigate to Configuration > Authentication > User
Rules.
2. Select a user rule from the User Rules Summary table.
3. Click + to add a new rule.
4. Select VLAN from the Set Type drop-down list.
5. Select a VLAN from the VLAN drop-down list.

6. Configure the remaining profile settings: Rule Type, Condition, Value, and Description. Users are
assigned the selected VLAN when the rule matches.

7. Click Submit.
8. Click Pending Changes.
9. In the Pending Changes window, select the check box and click Deploy changes.
To apply a named VLAN to a user role:
1. Inthe Managed Network node hierarchy, navigate to Configuration > Roles & Policies > Roles.
2. Select arole from the Roles table, and then click Show Advanced View.
3. Under More, select a VLAN from the VLAN drop-down list.
4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.
To apply a named VLAN to a server derivation (server group):
1. In the Mobility Master node hierarchy, navigate to Configuration > Authentication> Auth
Servers.
2. Select a server group from the Server Groups table.
3. Under Server Rules, click + to add a new rule.
4. Select set vlan from the Action drop-down list.
5. Select a VLAN from the Vlan drop-down list.

6. Configure the remaining profile settings: Attribute, Operation, and Operand. Users are assigned the
selected VLAN when the rule matches.

7. Click Submit.

8. Click Pending Changes.

9. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI
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To apply a named VLAN in a user rule, use the following CLI commands:

(host) [mynode] (config) #aaa derivation-rules user <name>
(host) [mynode] (user-rule) #set vlan condition <rule-type> <attribute> <value> set-value
{<role>|<vlan>} [description <rule description>] [position <number>]

To apply a named VLAN in a user role, use the following CLI commands:

(host) [mynode] (config) #user-role <name>
(user) [mynode] (config-role) #vlan <string>

To apply a named VLAN in server derivation, use the following CLI commands:

(host) [mynode] (config) #aaa server-group <group>
(user) [mynode] (Server Group) set vlan condition <attribute> contains|ends-with|equals|not-
equals|starts-with <string> set-value <set-value-str> [position <number>]

For a named VLAN derivation using VSA, configure the RADIUS server using these values:

Aruba-Named-UserVLAN 9 String Aruba 14823

Adding a Bandwidth Contract to the VLAN

Bandwidth contracts on a VLAN can limit broadcast and multicast traffic. AOS-W includes an internal exception
list to allow broadcast and multicast traffic using the VRRP, LACP, OSPF, PVST, and STP protocols. To remove
per-VLAN bandwidth contract limits on an additional broadcast or multicast protocol, add the MAC address for
that broadcast or multicast protocol to the VLAN Bandwidth Contracts MAC Exception List.

The command in the example below adds the MAC address for CDP and VTP to the list of protocols that are
not limited by VLAN bandwidth contracts.

(host) [mynode] (config) #vlan-bwcontract-explist mac <mac>

To show entries in the VLAN bandwidth contracts MAC exception list execute the following command:

(host) [mynode] (config) #show vlan-bwcontract-explist internal

Optimizing VLAN Broadcast and Multicast Traffic

Broadcast-Multicast traffic from APs, remote APs, or distributions terminating on the same VLAN floods all
VLAN member ports. This causes critical bandwidth wastage, especially when the APs are connected to an L3
cloud where the available bandwidth is limited or expensive. Suppressing the VLAN broadcast-multicast traffic
to prevent flooding can result in loss of client connectivity.

To effectively prevent flooding of broadcast-multicast traffic on all VLAN member ports, use the beme-
optimization parameter under the interface vlian command. This parameter ensures controlled flooding of
broadcast-multicast traffic without compromising the client connectivity. This option is disabled by default.
You must enable this parameter for the controlled flooding of broadcast-multicast traffic.

HOTE

If you enable broadcast-multicast optimization on uplink ports, the managed device-generated Layer-2 packets will
be dropped.

The bemc-optimization parameter has the following exemptions:

m All DHCP traffic will continue to flood VLAN member ports even if you enable the bcmc-optimization
parameter.

m  ARP broadcasts and VRRP (multicast) traffic will still be allowed.

You can configure broadcast-multicast optimization using the WebUI or CLI.

In the WebUI
1. Inthe Mobility Master node hierarchy, navigate to Configuration > Interfaces > VLANSs.
2. Select a VLAN from the VLANS table.
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. Under Vlan lIds, select the VLAN ID number.

. Navigate to the IPv4 tab for the selected VLAN ID.

. Click Other Option to expand it.

. Set the BCMC optimization to Enabled for the selected VLAN.
. Click Submit.

. Click Pending Changes.
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9. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI

(host) [mynode] (config) #interface vlan <vlan>
(host) [mynode] (config-subif)#bcmc-optimization
(host) [mynode] (config-subif)#show interface vlan <vlan>

Inter-VLAN Routing

On the managed device, you can map a VLAN to a layer-3 subnetwork by assigning a static IP address and a
netmask or by configuring a DHCP or PPPOE server to provide a dynamic IP address and netmask to the VLAN
interface. The managed device, acting as a layer-3 switch, routes traffic between VLANSs that are mapped to IP
subnetworks; this forwarding is enabled by default.

In Figure 10, VLAN 200 and VLAN 300 are assigned the IP addresses 2.1.1.1/24 and 3.1.1.1/24, respectively.
Client Ain VLAN 200 is able to access server B in VLAN 300 and vice-versa, provided that there is no firewall rule
configured on the managed device to prevent the flow of traffic between the VLANS.

Figure 10 Default Inter-VLAN Routing
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You can optionally disable layer-3 traffic forwarding to or from a specified VLAN. When you disable layer-3
forwarding on a VLAN, the following restrictions apply:

m Clients on the restricted VLAN can ping each other, but cannot ping the VLAN interface on the managed
device. Forwarding of inter-VLAN traffic is blocked.

m [P mobility does not work when a mobile client roams to the restricted VLAN. You must ensure that a
mobile client on a restricted VLAN is not allowed to roam to a non-restricted VLAN. For example, a mobile
client on a guest VLAN will not be able to roam to a corporate VLAN.

You can disable layer-3 forwarding for a VLAN configured on the managed device by using the WebUI:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANSs tab.
2. Select a VLAN from the VLANS table.

3. Under Vlan Ids, select the VLAN ID number.

4. Navigate to the IPv4 tab for the selected VLAN ID.

| Network Configuration Parameters AOS-W 8.6.0.0 | User Guide



5. Click IP Address Assignment to expand it.

6. Inthe IP assignment field, configure the VLAN to either obtain an IP address dynamically (via DHCP or
PPPOE) or to use a static IP address and netmask.

7. Click Submit.

8. Click Other Option to expand it.

9. Set Inter-VLAN routing to Disabled.

10. Click Submit.

11. Click Pending Changes.

12.In the Pending Changes window, select the check box and click Deploy changes.

Configuring Source NAT to Dynamic VLAN Address

When a VLAN interface obtains an IP address through DHCP or PPPoE, a NAT pool (dynamic-srcnat) and a
session ACL (dynamic-session-acl) are automatically created which reference the dynamically-assigned IP
addresses. This allows you to configure policies that map private local addresses to the public addresses
provided to the DHCP or PPPOE client. Whenever the IP address on the VLAN changes, the dynamic NAT pool
address also changes to match the new address.

You can configure the source NAT to dynamic VLAN address using the WebUI or CLI.
In the following example, the rule for a guest policy denies traffic to any network addresses.
In the WebUI
1. In the Mobility Master node hierarchy, navigate to the Configuration > Roles & Policies > Policies
page.
2. Click + to add the policy guest with the session type MAC.
3. Select the new guest policy from the Policies table.
4. To add arule, click + in the Policies > guest table.
a. Select Deny from the Action drop-down list.
b. Select Any from the MAC address drop-down list.
c. Set Mirror to Disabled.
d. Click Submit.
e. Click Pending Changes.
f. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI
Use the following commands to specify the rule for a guest policy that denies traffic to internal network
addresses:

(host) [mynode] (config) # ip access-list session guest
any network 10.1.0.0 255.255.0.0 any deny
any any any src-nat pool dynamic-srcnat

Configuring Source NAT for VLAN Interfaces

The example configuration in the previous section illustrates how to configure source NAT using a policy that is
applied to a user role. You can also enable source NAT for a VLAN interface to perform NAT on the source
address for all traffic that exits the VLAN.

All outbound traffic can enable NAT with the IP address of the VLAN interface as the source address; while the
locally routed traffic is sent without any address translation.
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IP NAT Inside and IP NAT Outside

In AOS-W, IP NAT Inside feature allows the user traffic to perform NAT with the desired IP address of the
managed device VLAN as the source address. Hence, no new routes need to be added to the existing wired
network for the user VLAN.

Traditionally, AOS-W supported only IP NAT Inside feature that was useful for only traffic going out of uplink
VLAN interface. However, the traffic that needed local routing was also going through unnecessary address
translation.

IP NAT Outside feature changes the source IP of all the packets coming from downstream network to the IP
address of the egress VLAN interface where IP NAT Outside is configured. This feature allows only outbound
traffic to perform NAT.

Important Points to Note
m All ports on the managed device are assigned to VLAN 1 by default. Do not enable the IP NAT Inside
option for VLAN 1, as this prevents IPsec connectivity between the managed device and its IPsec peers.

m [P NAT Outside must be configured only on the Egress VLAN interface on the managed device, whereas IP
NAT Inside must be configured on each and every VLAN interface where the traffic is routed through source
NAT.

m [P NAT Outside and IP NAT Inside follow the same rate limit of 40 kbps.

m |P NAT Outside takes precedence over IP NAT Inside, whereas user-defined ACLs take precedence over IP
NAT configuration.

You can configure the source NAT for VLAN interfaces using the WebUI or CLI. Following is a sample
configuration.

Sample Configuration

In the following example, the managed device operates within an enterprise network. VLAN 1 is the outside
VLAN, and traffic from VLAN 6 is source network address translated using the IP address of the managed
device. The IP address assigned to VLAN 1 is used as the IP address of the managed device; thus traffic from
VLAN 6 would be source network address translated to 66.1.131.5:

Figure 11 Example: Source NAT using the IP Address of Managed Device
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Configuring Source NAT for VLAN Interfaces In the WebUI

1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANs tab.
Click + to configure VLAN 6 (VLAN 1 is configured through the Initial Setup).

a. Enter 6 for the VLAN ID.
b. Click Submit.
2. Select VLAN 6.
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a. Navigate to the IPv4 tab for VLAN 6.

b. Click IP Address Assignment to expand it.

. Enter 192.168.2.1 for the IP address.

d. Click Submit.

e. Click Other Option to expand it.

f. Set NAT Inside to Enabled.

g. Click Submit.

h. Click Pending Changes.

i. In the Pending Changes window, select the check box and click Deploy changes.

3. Select VLAN 1.

a. Navigate to the IPv4 tab for VLAN 1.

b. Click IP Address Assignment to expand it.

c. Enter 66.1.131.5 for the IPv4 address.

d. Click Submit.

e. Click Other Option to expand it.

f. Set NAT Outside to Enabled.

g. Click Submit.

h. Click Pending Changes.

i. In the Pending Changes window, select the check box and click Deploy changes.
Configuring Source NAT for VLAN Interfaces In the CLI
Use the following commands:

(host) [mynode] (config) #interface vlan 1
ip address 66.1.131.5 255.255.255.0
ip nat outside

(host) [mynode] (config) #interface vlan 6
ip address 192.168.2.1 255.255.255.0
ip nat inside

Trusted and Untrusted Ports and VLANSs

Both Fast Ethernet and Gigabit Ethernet ports can be set to access or trunk mode. A port is in access mode
enabled by default and carries traffic only for the VLAN to which it is assigned. In trunk mode, a port can carry
traffic for multiple VLANS.

For a trunk port, specify whether the port will carry traffic for all VLANs configured on the managed device or
for specific VLANs only. You can also specify the native VLAN for the port. A trunk port uses 802.1q tags to
mark frames for specific VLANs, However, frames on a native VLAN are not tagged.

HOTE

For more information on configuring trusted and untrusted ports or VLANs, see Configuring Trusted or Untrusted
Ports and VLANs on page 95

Classifying Traffic as Trusted or Untrusted

You can classify wired traffic based not only on the incoming physical port and channel configuration, but also
on the VLAN associated with the port and channel.

The following sections describe:
m About Trusted and Untrusted Physical Ports on page 91
m About Trusted and Untrusted VLANs on page 91
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About Trusted and Untrusted Physical Ports

Physical ports on the managed device are trusted and usually connected to internal networks by default, while
untrusted ports connect to third-party APs, public areas, or other networks to which you can apply access
controls. When you define a physical port as untrusted, traffic passing through that port needs to go through a
predefined access control list policy.

About Trusted and Untrusted VLANSs

You can also classify traffic as trusted or untrusted based on the VLAN interface and port or channel. This
means that wired traffic on the incoming port is trusted only when the port's associated VLAN is also trusted;
otherwise the traffic is untrusted. When a port and its associated VLANs are untrusted, any incoming and
outgoing traffic must pass through a predefined ACL. For example, this setup is useful if your company
provides wired user guest access, and you want guest user traffic to pass through an ACL to connect to a
captive portal.

You can set a range of VLANSs as trusted or untrusted in trunk mode. The following table lists the port, VLAN
and the trusted or untrusted combination to determine if traffic is trusted or untrusted. Both the port and the
VLAN have to be configured as trusted for traffic to be considered as trusted. If the traffic is classified as
untrusted, then traffic must pass through the selected session access control list and firewall policies.

Table 17: Classifying Trusted and Untrusted Traffic

Port VLAN Traffic Status
Trusted Trusted Trusted
Untrusted Untrusted Untrusted
Untrusted Trusted Untrusted
Trusted Untrusted Untrusted

Assign an IP Address to a VLAN

AVLAN on the managed device obtains its IP address in one of the following ways:

m You can manually assign a static IP address to a VLAN. This is the default method and is described in
Assigning a Static IP Address to a VLAN on page 91. At least one VLAN on the managed device must be
assigned a static IP address.

m  Dynamically assigned from a DHCP or PPPoE server. This is described in Configuring a VLAN to Receive a
Dynamic Address on page 92.

Assigning a Static IP Address to a VLAN

You can manually assign a static IP address to a VLAN on the managed device using the WebUI or CLI. At least
one VLAN on the managed device should have a static IP address.

In the WebUI

1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANS tab.
Select a VLAN from the VLANSs table, and then select a VLAN ID under Vlan Ids.

2. Under IPv4, select Static from the IP assignment drop-down list.

3. Enter the IPv4 address of the VLAN interface.

4. Select the Option-82 check box to forward the circuit-specific information to the DHCP server.
5. Enter an MTU value for the VLAN, between 1280 and 1500.
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6. Enable or disable Suppress ARP. If enabled, the managed device prevents flooding of ARP broadcasts on
all untrusted interfaces. This is disabled by default.

7. Click Submit.
8. Click Pending Changes.
9. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI
(host) [mynode] (config) #interface vlan <vlan>
ip address <ipaddr> <ipmask>

Configuring a VLAN to Receive a Dynamic Address

In a branch office, you can connect a managed device to an uplink switch or server that dynamically assigns IP
addresses to connected devices. For example, you can connect the managed device to a DSL or cable modem,
or a broadband remote access server. The following figure shows a branch office where a managed device
connects to a cable modem. VLAN 1 has a static IP address, while VLAN 2 has a dynamic IP address assigned via
DHCP or PPPoE from the uplink device.

The following restrictions apply when enabling the DHCP or PPPoE client on the managed device:

m You can enable the DHCP or PPPoE client multiple uplink VLAN interfaces (up to four) on the managed
device; these VLANS cannot be VLAN 1.

m  Only one port in the VLAN can be connected to the modem or uplink switch.

m At least oneinterface in the VLAN must be in the up state before the DHCP or PPPOE client requests an IP
address from the server.

Figure 12 /P Address Assignment to VLAN via DHCP or PPPoE
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The following sections describe:
m  Enabling the DHCP Client on page 92
m  Enabling the PPPoE Client on page 93

m  Support for Multiple PPPoE Uplinks on page 93

m Default Gateway from DHCP or PPPoE on page 94
m  Configuring DNS or WINS Server from DHCP or PPPoE on page 94
Enabling the DHCP Client

The DHCP server assigns an IP address for a specified amount of time called a lease. The managed device
automatically renews the lease before it expires. When you shut down the VLAN, the DHCP lease is released.
You can enable the DHCP client using the WebUI or CLI.

In the WebUI
1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANs tab.
2. Select a VLAN from the VLANS table, and then select a VLAN ID under Vlan Ids.
3. Under IPv4, select DHCP from the IP assignment drop-down list.

4. Enter the Client ID and select a link from the Uplink wired drop-down list.
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5. Enter a priority value for the VLAN ID in the UpLink Priority field. All wired uplink interfaces have the
same priority by default. If you want to use an active-standby topology, then prioritize each uplink interface
by entering a different priority value (1- 4) for each uplink interface.

6. Enter the Uplink weight and MTU value for the VLAN, between 1280 and 1500.

7. Click Submit.

8. Click Pending Changes.

9. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI
In this example, the DHCP client has the client ID name myclient, and the interface VLAN 62 has an uplink
priority of 2:

(host) [mynode] (config) #interface vlan 62

(host) [mynode] (config) #uplink wired vlan 62 priority 2

(host) [mynode] (config) #interface vlan 62 ip address dhcp-client client-id ﬂwdknt
Enabling the PPPoE Client

To authenticate the BRAS and request a dynamic IP address, the managed device must have the following
configured:

m  PPPOE user name and password to connect to the DSL network

m  PPPOE service name: either an ISP name or a class of service configured on the PPPoOE server

When you shut down the VLAN, the PPPoOE session terminates. You can enable the DHCP client using the
WebUI or CLI.

In the WebUI
1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANs tab.
2. Select the previously-created VLAN.
3. Select a VLAN from the VLANS table, and then select a VLAN ID under Vlan lIds.
4. Under IPv4, select PPPoE from the IP assignment drop-down list.
5. Enter the Service name, User name, and Password for the PPPoE session.

6. Enter a priority value for the VLAN ID in the UpLink Priority field. All wired uplink interfaces have the
same priority by default. If you want to use an active-standby topology, then prioritize each uplink
interfaces by entering a different priority value (1- 4) for each uplink interface.

7. Enter an MTU value for the VLAN, between 1280 and 1500.

8. Click Submit.

9. Click Pending Changes.

10. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI
In this example, a PPoE service name, username, and password are assigned, and the interface VLAN 14 has an
uplink priority of 3:

(host) [mynode] (config) #interface vlan 14
ip address pppoe
ip pppoe-service-name <Service_name>
pppoe-username <username>
ip pppoe-password <password>
(host) [mynode] (config) #uplink wired vlan 14 priority 3

Support for Multiple PPPoE Uplinks

When the same gateway IP address is assighed to multiple PPPoE links, the managed device is unable to install
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multiple default routes with the same next-hop address. This results in routing issues and leads to health check
failure for the PPPoE links. To address this issue, starting AOS-W 8.4.0.0, a managed device can be configured
to support the same gateway IP address over multiple PPPoE uplinks. You can configure the PPPoE default
rroute in the datapath using the CLI.

The following example displays the IP address used to configure PPPoE default route in the datapath:

(host) [mynode] (config) #interface vlan 5
ip pppoe-username <username>
ip pppoe-password <password>
ip pppoe-gateway-nat 192.168.1.2

|

(host) [mynode] (config) #show ip pppoe-info
ppproe—-username <username>
ip pppoe-password <password>
ip pppoe-service-name <Service_name>
pppoe vlan: 3
gateway nat: enabled IP:192.168.1.2

Default Gateway from DHCP or PPPoE

You can specify that the router IP address obtained from the DHCP or PPPoE server be used as the default
gateway for the managed devices using the WebUI or CLI.

In the WebUI
1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > IP Routes tab.
2. Click Dynamic Default Gateway to expand it. Select the following check boxes:
e DHCP - Use DHCP when available to obtain default gateway.

PPPoE - Use PPPOE when available to obtain default gateway.

e Cellular - Use Cell interface when available to obtain default gateway.

3. Click Submit.

4. Click Pending Changes.

5. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #ip default-gateway import {cell|cell-cost <cost>|dhcp|dhcp-cost
<cost>|pppoe | pppoe-cost <cost>}

Configuring DNS or WINS Server from DHCP or PPPoE

The DHCP or PPPOE server can also provide the IP address of a DNS server or NetBIOS name server, which can
be passed to wireless clients through the managed device's internal DHCP server.

For example, the following configures the DHCP server on the managed device to assign addresses to
authenticated employees; the IP address of the DNS server obtained by the managed device via DHCP or
PPPoE is provided to clients along with their IP address. You can configure the DNS or WINS server from DHCP
or PPPoE using the WebUI or CLI.

In the WebUI
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Services > DHCP tab.
. Enable the required DHCP server - IPv4 or IPv6.
. Under Pool Configuration, click +.
. Inthe Add New Pool Configuration window appears.
. For Pool Name, enter employee-pool.
. For Default Routers, enter 10.1.1.254.
. For DNS Servers, enable Import from DHCP/PPPoE.
. For WINS Servers, enable Import from DHCP/PPPoE.
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9. For Network, enter 10.1.1.0 for IP address and 255.255.255.0 for IP mask.

10. Click Submit.

11. Click Pending Changes.

12. Inthe Pending Changes window, select the check box and click Deploy changes.
In the CLI

Use the following commands:

(host) [mynode] (config) #ip dhcp pool employee-pool
default-router 10.1.1.254
dns-server import
netbios-name-server import
network 10.1.1.0 255.255.255.0

Configuring Trusted or Untrusted Ports and VLANSs

You can configure an Ethernet port as an untrusted access port or configure trusted and untrusted ports and
VLANSs in trunk mode. Use the following procedures to define access ports and VLANSs as trusted or untrusted.

HOTE

For more information on trusted vs untrusted ports and VLANSs, see Trusted and Untrusted Ports and VLANs on page
90

Configuring an Ethernet port as an Untrusted Access Port

You can configure an Ethernet port as an untrusted access port, assign VLANs and classify them as untrusted,
and designate a policy through which VLAN traffic on this port must pass. You can configure an Ethernet port
as an untrusted access port using the WebUI or CLI.

In the WebUI
1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > Ports tab.
. Select the port you want to configure from the Ports table.
. Select the Trust check box to make the port trusted. The default is Untrusted.
. In the Mode drop-down list, select Access.
. From the VLAN drop-down list, select the VLAN whose traffic will be carried by this port.
. Select the VLAN trust check box to make the VLAN trusted. The default is Untrusted.

. Inthe VLAN policy drop-down list, select the policy through which VLAN traffic must pass. You can
select a policy for both trusted and untrusted VLANS.

N oo N

8. Select whether Tunneled node should be Enabled or Disabled.

9. Click Submit.

10. Click Pending Changes.

11. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI
In this example,

(host) [mynode] (config) #interface range gigabitethernet <slot>/<module-start>/<port-start>-
<module-end>/<port-end>
(host) [mynode] (config-if)4#switchport access

)
(host) [mynode] (config-if)4#no trusted
(host) [mynode] (config-if)#switchport access vlan <vlan>
(host) [mynode] (config-if)#no trusted vlan <vlan>
(host) [mynode] (config-if)#ip access-group ap-acl session vlan <vlan>
(host) [mynode] (config-if)#ip access-group validuserethacl in
(host) [mynode] (config-if)#ip access-group validuserethacl out
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NOTE

(host) [mynode] (config-if)#ip access-group validuser session

Configuring Trusted and Untrusted Ports and VLANSs in Trunk Mode

The following procedures configure a range of Ethernet ports as untrusted native trunks ports, assign VLANs
and classify them as untrusted, and designate a policy through which VLAN traffic on the ports must pass. You
can configure trusted and untrusted ports and VLANs in trunk mode using the WebUI or CLI.

In the WebUI
1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > Ports tab.
2. Select the port you want to configure from the Ports table.
3. For Mode select Trunk.
4. To specify the native VLAN, select a VLAN from the Native VLAN drop-down list.

5. Choose one of the following options from the Allowed VLANSs drop-down list to control the type of
traffic the port carries:

e Allow all: The port carries traffic for all VLANS.

e Allow specified VLANSs: The port carries traffic for all VLANs selected. Click + to specify a VLAN. You
can select whether the VLAN is Trusted or Untrusted.

6. Click Submit.

7. Click Pending Changes.

8. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI

Use the following examples:

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-if)4#description <string>

(host) [mynode] (config-if)#trusted {vlan <word>}

(host) [mynode] (config-range) #switchport mode trunk

(host) [mynode] (config-if)#switchport trunk native vlan <vlan>

(host) [mynode] (config-range)#ip access-group test session vlan <vlan>

The IP address of the Mobility Master or managed device is used to communicate with external devices such as
APs.

IP addresses used by the Mobility Master or managed device are not limited to its own IP address.

You can set the IP address to the loopback interface address or to an existing VLAN ID address. This allows you
to force the IP address to be a specific VLAN interface or loopback address across multiple machine reboots.
Once you configure an interface to be the IP address of the Mobility Master or managed device, that interface
address cannot be deleted until you remove it from the IP configuration.

If the IP address is not configured, the IP address of the Mobility Master or managed device defaults to the
current loopback interface address. If the loopback interface address is not configured then the first
configured VLAN interface address is selected. Generally, VLAN 1 is the factory default setting, and thus,
becomes the IP address. You can configure the Mobility Master IP address using the WebUI or CLI.

In the WebUI

1. Inthe Mobility Master or Managed Network node hierarchy, select the device and navigate to the
Configuration > System > General page.

2. Expand the Switch IP address section.
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3. Select the address you want to set as the IP address of the Mobility Master or managed device from the
IPv4 address or IPv6 address drop-down lists. This list only contains VLAN IDs with statically assigned IP
addresses. If you have previously configured a loopback interface IP address, then it will also appear in this
list. Dynamically assigned IP addresses, such as DHCP or PPPOE, do not appear.

4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

D Any change in the IP address of the Mobility Master or managed device requires a reboot.
NOTE

7. Inthe Mobility Master node hierarchy, select the device and navigate to the Maintenance >
Software Management > Reboot page to reboot Mobility Master and apply the IP address update.

8. Click Yes to save the configuration.

9. Click Reboot.

10. Mobility Master boots up with the updated IP address of the selected VLAN ID.
In the CLI

(host) [mynode] (config) #controller-ip [loopback]|vlan <vlan-id>]

The loopback IP address is a logical IP interface that is used to communicate with APs. The loopback address is
used as the Mobility Master or managed device's IP address for terminating VPN and GRE tunnels, originating
requests to RADIUS servers, and accepting administrative communications. You configure the loopback
address as a host address with a 32-bit netmask. The loopback address is not bound to any specific interface
and is operational at all times. To use this interface, ensure that the IP address is reachable through one of the
VLAN interfaces. It will be routable from all external networks.

You must configure a loopback address if you are not using VLAN1 to connect the Mobility Master or managed
device to the network. If you do not configure the loopback interface address, then the first configured VLAN
interface address is selected. Generally, VLAN 1 is the factory default setting, and thus, becomes the IP
address. You can configure the loopback IP address using the WebUI or CLI.

In the WebUI

1. Inthe Mobility Master or Managed Network node hierarchy, select the device and navigate to the
Configuration > System > General tab.

2. Expand the Loopback Interface section.

3. Enter an address into the IPv4 Address or IPv6 Address field, as required.

4. Click Submit.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.

If you are use the loopback IP address to access the WebUI, changing the loopback IP address will result in loss of

R connectivity. It is recommended that you use one of the VLAN interface IP addresses to access the WebUI.

7. Inthe Mobility Master node hierarchy, select the device and navigate to the Maintenance >
Software Management > Reboot page to reboot Mobility Master and apply the loopback IP address
update.

8. Click Yes to save the configuration.
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9. Click Reboot.
10. Mobility Master boots up with the changed loopback IP address.
In the CLI

Use the following commands:

(host) [mynode] (config) #interface loopback ip address <ipaddr>

Use the following procedures to configure a static IP route (like a default route) on a Mobility Master using the
WebUI or CLI.

In the WebUlI
1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > IP Routes tab.
2. Expand the IP Routes section.
3. Click + to add a static route to a destination network or host.
4. Select the IP Version.

5. Enter the Destination IP address and Destination network mask (255.255.255.255 for a host
route)

6. Select a forwarding setting:

= Using Forwarding Router Address: Enter the nexthop IP address in dotted decimal format (A.B.C.D).
Optionally, enter the distance metric (cost) for this route. The cost prioritizes routing to the destination.
The lower the cost, the higher the priority.

= Using Null Interface: Designate a null interface.

7. Enter the Next hop IP address and Cost.

8. Click Submit.

9. Click Pending Changes.

10. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI

Use the following example:

(host) [mynode] (config) #ip route <destip> <destmask> {ipsec <name> [<cost>]|null <0-
0>|<nexthop> [<cost>]}

Mobility Master supports GRE tunnels between managed device and other network devices that support GRE
tunnels. This section contains the following information:

m Layer-2 GRE Tunnels

m Layer-3 GRE Tunnels

m Directing Trafficinto the GRE Tunnel

m  Configuring Tunnel Keepalives

Layer-2 GRE Tunnels

Layer-2 GRE tunnels allow you to have the same VLAN in multiple locations (separated by a Layer-3 network)
and be connected. The forwarding method for a Layer-2 GRE tunnel is bridging.
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However, the drawback of using Layer-2 GRE tunnels is that all broadcasts are flooded through the tunnel,
adding traffic load to the network and the managed devices. Starting from AOS-W 8.4.0.0, both trusted and
untrusted VLANSs are supported on a single Layer-2 GRE tunnel.

Figure 13 Layer-2 GRE Tunnel
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The traffic flow illustrated by Figure 13 is as follows:

1. The frame enters the source managed device (Controller-1) on VLAN 101.
The frame is bridged through Controller-1 into the Layer-2 GRE tunnel.
2. The frame is encapsulated in a GRE packet.

3. The GRE packet enters the network on VLAN 10, is routed across the network to the destination
managed device (Controller-2), and then exits the network on VLAN 20.

The source IP address of the GRE packet is the IP address of the interface in VLAN 10 in Controller 1.
4. The frame is de-encapsulated and bridged out of the destination managed device (Controller-2) on VLAN
101.

Configure a Layer-2 GRE tunnel using the WebUI or CLI.

Configuring a Layer-2 GRE Tunnel in the WebUI

To configure a Layer-2 GRE tunnel for a source managed device and destination managed device via the
WebUI:
1. Inthe Managed Network node hierarchy, navigate to Configuration > Interfaces > GRE Tunnels.

2. Create a new GRE tunnel by clicking + below the GRE Tunnel table, or edit an existing GRE tunnel by
selecting an entry from the GRE Tunnel table.

3. Enter the corresponding GRE tunnel values for this managed device.

4. (Optional) Select the Enable keepalive checkbox to enable tunnel keepalive heartbeats. For more
information on this feature, see Layer-2 GRE Tunnels on page 98

5. Click Submit.
6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy changes.

8. Next, access the destination managed device and navigate to Configuration > Interfaces > GRE
Tunnels.

9. Select the tunnel ID of interest from the GRE Tunnel table.

10. Use the edit screen to configure the destination managed device.

11. (Optional) Select the Enable keepalive checkbox to enable tunnel keepalive heartbeats.

12. Click Submit.

13. Click Pending Changes.

14. In the Pending Changes window, select the check box and click Deploy changes.
Configuring a Layer-2 GRE Tunnel in the CLI
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Referring to Figure 13, the following are the required configurations to create the Layer-2 GRE tunnel between
controllers named Controller-1 and Controller-2:

IPv4 Controller-1 Configuration

(host) [mynode] (config) # interface tunnel 101
description “IPv4 Layer-2 GRE 101"
tunnel mode gre 1
tunnel source vlan 101
tunnel destination 192.168.1.1
tunnel keepalive
trusted
tunnel vlan 101
trusted vlan 101

IPv4 Controller-2 Configuration

(host) [mynode] (config) # interface tunnel 201
description “IPv4 Layer-2 GRE 201"
tunnel mode gre 1
tunnel source vlan 201
tunnel destination 192.168.2.1
tunnel keepalive
trusted
tunnel vlan 201
trusted vlan 201

The following command example configures a Layer-2 GRE tunnel for IPv6:

IPv6 Controller-1 Configuration

(host) [mynode] (config) # interface tunnel 301
description “IPv6 Layer-2 GRE 301"
tunnel mode gre 1
tunnel source ipv6 vlan 301
tunel destination ipv6 2001:1:2:2020::1
tunnel keepalive
trusted
tunnel vlan 301
trusted vlan 301

IPv6 Controller-2 Configuration

(host) [mynode] (config) # interface tunnel 401
description “IPv6 Layer-2 GRE 401"
tunnel mode gre 2
tunnel source ipv6 vlan 401
tunnel destination ipv6 2001:1:2:1010::1
tunnel keepalive
trusted
tunnel vlan 401
trusted vlan 401

Layer-3 GRE Tunnels

The benefit of Layer-3 GRE tunnels is that broadcasts are not flooded through the tunnel, so there is less
wasted bandwidth and less load on the managed devices. The forwarding method for a Layer-3 GRE tunnel is
routing. By default, GRE tunnels are in IPv4 Layer-3 mode.
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Figure 14 /Pv4 Layer-3 GRE Tunnel
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IPv6 encapsulated in IPv4 and IPv4 encapsulated in IPv6 are not supported. The only Layer-3 GRE modes supported
are IPv4 encapsulated in IPv4 and IPv6 encapsulated in IPv6.

The following sections describe:
m Layer-3 Tunnel Traffic Flow on page 101

m Limitations for Static IPv6 Layer-3 Tunnels on page 101

m  Configuring a Layer-3 GRE Tunnel for IPv4 or IPv6 on page 101
Layer-3 Tunnel Traffic Flow

The traffic flow illustrated by and is as follows:

1. The frame enters the source managed device (Controller-1) on VLAN 101.
The IP packet within the frame is routed through Controller-1 into the Layer-3 GRE tunnel.
2. The IP packet is encapsulated in a GRE packet.

3. The GRE packet enters the network on VLAN 10, is routed across the network to destination managed
device (Controller-2), and then exits the network on VLAN 20.

The source IP address of the GRE packet is the IP address of the interface in VLAN 10 in Controller 1.

4. The IP packet is de-encapsulated and routed out of the destination managed device (Controller-2) on
VLAN 202.

Limitations for Static IPv6 Layer-3 Tunnels

AQOS-W does not support the following functions for static IPv6 Layer-3 GRE tunnels:

m |Pv6 Auto-configuration and IPv6 Neighbor Discovery mechanisms do not apply to IPv6 GRE tunnels.
m The tunnel encapsulation limit and MTU discovery options are not supported on IPv6 GRE tunnels.
Configuring a Layer-3 GRE Tunnel for IPv4 or IPv6

101 | Network Configuration Parameters

AOS-W 8.6.0.0 | User Guide



In the WebUI

The following steps describe the procedure configure an IPv4 Layer-3 GRE tunnel for Controller-1 and
Controller-2 via the WebUI.

1. In the source Managed Network node hierarchy, select Controller-1

1. Navigate to Configuration > Interfaces > GRE Tunnels. The GRE Tunnels page is displayed.

2. Create a new GRE tunnel by clicking + below the GRE Tunnel table, or edit an existing GRE tunnel by
selecting that entry in the GRE Tunnel table. The GRE Tunnel configuration options appear.

3. Click the IP Version drop-down list and select IPv4 or IPv6.

4. Enter the corresponding GRE tunnel values for the controller.

= To configure an IPv4 GRE tunnel, use values for Controller-1 based on the network shown in .
m To configure an IPv6 GRE tunnel, use values for Controller-1 based on the network shown in .

If a VLAN interface has IPv6 addresses configured, one of them is used as the tunnel source IPv6 address. If the
selected IPv6 address is deleted from the VLAN interface, then the tunnel source IP address is reconfigured with the
NOTE next available IPv6 address.

5. (Optional for IPv4 or IPv6 GRE Tunnels) Select Enable keepalive to enable tunnel keepalive heartbeats.
For more information on this feature, see Layer-3 GRE Tunnels on page 100

6. Click Submit.
7. Click Pending Changes.

8. In the Pending Changes window, select the check box and click Deploy changes
9. Next, log into Controller-2 and navigate to Configuration > Interfaces > GRE Tunnels.

10. Create a new GRE tunnel by clicking + below the GRE Tunnel table, or edit an existing GRE tunnel by
selecting that entry in the GRE Tunnel table. The GRE Tunnel configuration options appear.

11. Enter the corresponding GRE tunnel values for this controller.

m Tocreate an IPv4 L3 GRE tunnel, use the values for Controller-2 as shown in .

m Tocreate an IPv6 L3 GRE tunnel, use the values for Controller-2 as shown in .

12. (Optional for IPv4 or IPv6 GRE Tunnels) Select Enable keepalive to enable tunnel keepalive heartbeats.
13. Click Submit.

14. Click Pending Changes.

15. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI
The following command examples configure an IPv4 Layer-3 GRE tunnel for IPv4 between two controllers.

Referring to, the following are the required configurations to create the IPv4 Layer-3 GRE tunnel between
controllers named Controller-1 and Controller-2:

IPv4 Controller-1 Configuration

(host) [mynode] (config) # interface tunnel 104
description “IPv4 L3 GRE 104"
trusted
tunnel
mode gre ip
ip address 1.1.1.1 255.255.255.255
source vlan 10
destination 20.20.20.249

IPv4 Controller-2 Configuration
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(host) [mynode] (config) # interface tunnel 204
description “IPv4 L3 GRE 204"
trusted
tunnel
mode gre ip
ip address 1.1.1.2 255.255.255.255
source vlan 20
destination 10.10.10.249

The following command example configures a Layer-3 GRE tunnel for IPv6:

IPv6 Controller-1 Configuration

(host) [mynode] (config) # interface tunnel 106
description “IPv6 Layer-3 GRE 106"
trusted
tunnel
tunnel mode gre ipvé
ipv6 address 2001:1:2:1::1
tunnel source ipv6 vlan 10
tunnel destination ipv6 2001:1:2:2020::1

IPv6 Controller-2 Configuration

(host) [mynode] (config) # interface tunnel 206
description “IPv6 Layer-3 GRE 206"
trusted
tunnel
tunnel mode gre ipvé
ipv6 address 2001:1:2:1::2
tunnel source ipv6 vlan 20
tunnel destination ipv6 2001:1:2:1010::1

Directing Traffic into the GRE Tunnel

You can direct traffic into a GRE tunnel by configuring a Static route, which directs traffic to the IP address of
the tunnel, or a Firewall policy (session-based ACL), that redirects traffic to the specified tunnel ID.

The following sections describe:
m  About Configuring Static Routes on page 103

m  Configuring a Firewall Policy Rule on page 104
About Configuring Static Routes

You can configure a static route that specifies the IP address of a tunnel as the next-hop for traffic for a specific
destination. See Configuring Static IP Routes on page 98 for detailed information on how to configure a static
route.

HNOTE

NOTE

While redirecting traffic into a Layer-3 GRE tunnel via a static route, be sure to use the tunnel IP address of the
controller as the next-hop, instead of providing the tunnel IP address of the destination controller.

Referring to, the following are examples of the required static route configurations to direct traffic into the
IPv4 Layer-3 GRE tunnel. for Controller-1 and Controller-2:
m Forthe controller named Controller-1:

(host) [mynode] (config) # ip route 20.20.202.0 255.255.255.0 1.1.1.1

m Forthe controller named Controller-2:
(host) [mynode] (config) # ip route 10.10.101.0 255.255.255.0 1.1.1.2

IP routing is enabled by default and should not be disabled under VLAN interferences for GRE to work.
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Configuring a Firewall Policy Rule

Traffic redirected by a firewall policy rule is not forwarded to a tunnel that is “down” (see the next section,
Directing Traffic into the GRE Tunnel, for more information on how GRE tunnel status is determined). You can
configure a firewall policy rule to redirect selected traffic into a GRE tunnel using the WebUI or CLI.

In the WebUI

To direct traffic into a GRE tunnel via a firewall policy via the WebUI:

1. On the Managed Network node hierarchy, navigate to the Configuration > Roles & Policies >
Policies tab.

2. Create a new firewall policy by clicking + below the Policies table. The Add Policy popup window
appears.

3. Enter the Policy Name.

4. For Policy Type, specify Session (the default).

5. Click Submit.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy changes

8. To create a new policy rule for that policy, select the new policy in the Policies table, then scroll to the Add
table (below the Policies table) section and click +.

a. Select the Rule Type and click OK.
b. Specify the IP Version.
c. For Action, select Permit or Deny.
d. Configure any additional settings.
9. Click Submit.
10. Click Pending Changes.
11. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI

To direct traffic into a GRE tunnel via a firewall policy (session-based ACL) via the CLI, use the following
command:

(host) [mynode] (config) #ip access-list session <name>
<source> <destination> <service> redirect tunnel <id>

Configuring Tunnel Keepalives

The controller determines the status of a GRE tunnel by sending periodic keepalive frames on the Layer-2 or
Layer-3 GRE tunnel. When you enable tunnel keepalives, the tunnel is considered down when the keepalives
fail repeatedly.

If you configure a firewall policy rule to redirect traffic to the tunnel, traffic is not forwarded to the tunnel until
it is up. When the tunnel comes up or goes down, an SNMP trap and logging message is generated. The remote
endpoint of the tunnel does not need to support the keepalive mechanism.

The controller sends keepalive frames at 60-second intervals by default and retries keepalives up to three times
before the tunnel is considered down. You can change the default values of the intervals:

m Fortheinterval, specify a value between 1 and 86400 seconds.
m Fortheretries, specify a value between 1 and 30.
m To interoperate with Cisco network devices, use the cisco option.

You can configure tunnel keepalives using the WebUI or CLI.

In the WebUI
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To configure keepalives (Heartbeats) via the WebUI:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > GRE
Tunnels tab.

2. Locate the tunnel ID for which you are enabling keepalives, and select it. The Edit GRE Tunnel screen
appears.

3. To enable tunnel keepalives and display the Heartbeat interval (seconds) and Heartbeat Retries
fields, select Enable keepalive toggle switch.

a. Specify avalue for Heartbeat interval (seconds).The allowed value is between 1 and 86400
seconds.

The default value is 10 seconds.
b. Specify a value for Heartbeat Retries. The allowed value is between 1 and 30.
The default value is 3 retries.

4. Click Submit.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

To configure the keepalive heartbeats, use the following commands:

(host) [md] (config) #interface tunnel id
tunnel keepalive [<interval> <retries>] [cisco]

Configuring ICMP based GRE Tunnels

Starting from AOS-W 8.5.0.0, GRE tunnel will support ICMP based health-check feature to monitor the status
of WAN reachability from remote uplink. ICMP echo requests are periodically sent through the tunnel to a user
configured destination. For example in Figure 1, Switch Awill send an ICMP echo request to Switch B to ping
the destination in WAN . If Switch A does not receive ICMP echo response, it will bring down the tunnel to
Switch B and the standby tunnel to Switch C will become active. This feature helps in detecting WAN / Internet
failure and will signal the controller to pass the traffic through the secondary / standby GRE tunnel.

Figure 16 /CMP based GRE Tunnel
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In the CLI

To configure ICMP based tunnel keepalives, use the following command:

(host) [mynode] (config-submode) #tunnel keepalive icmp <ipaddr> <next-hop>
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D <next-hop> parameter must be configured for L2 tunnels only.

HOTE

AOS-W supports redundancy of GRE tunnels for both Layer-2 and Layer-3 GRE tunnels. This feature enables
automatic redirection of the user traffic to a standby tunnel when the primary tunnel goes down.

Atunnel group is identified by a name or number. You can add multiple tunnels to a tunnel group. The order of
the tunnels defined in the tunnel-group configuration specifies their standby precedence. The first member of
the tunnel-group is the primary tunnel.

A GRE tunnel group combines two tunnels created on a managed device, where one tunnel is active and the
other tunnel is the standby. Traffic forwarding can occur on the active tunnel, and the standby tunnel can
become active once the active tunnel is down. When the first tunnel fails, the second tunnel carries the traffic.
The third tunnel in the tunnel-group takes over if the second tunnel also fails. In the meantime, if the first
tunnel comes up, it becomes the most eligible standby tunnel.

You can also enable or disable preemption as part of the tunnel-group configuration. Preemption is enabled by
default. This preemptive-failover option automatically redirects the traffic whenever it detects an active
tunnel with a higher precedence in the tunnel group. When preemption is disabled, the traffic gets redirected
to a higher precedence tunnel only when the tunnel carrying the traffic fails.

When creating a tunnel group, keep in mind the following:
= When a tunnel is added to the tunnel group, the tunnel is used for data traffic only if it is the active tunnel in
the group.

m Standby tunnels do not carry any data traffic. However, all tunnels in the group continue to send and
receive keepalive packets.

= Only one type of tunnel can be placed into a tunnel group—either Layer-2 or Layer-3. That is, you cannot
have a tunnel group consisting of both Layer-2 and Layer-3 tunnels.

m The default value of tunnel group type is Layer-3.

m All tunnelsin a Layer-2 tunnel group must be tunneling the same VLAN.

m Alayer-2 tunnel can only be part of one tunnel group.

m  The AOS-W Layer-2 tunnel-group is not interoperable with other vendors. You must set up Layer-2 tunnel
groups between Alcatel-Lucent devices only.

You can configure tunnel groups using the WebUI or CLI.

In the WebUI

To configure a Layer-2 or Layer-3 tunnel group using the WebUI:

1. Inthe Managed Network node hierarchy, navigate to Configuration > Interfaces > GRE Tunnels.
2. Click + below the Tunnel Group table.

3. Specify a name for the tunnel-group in the Tunnel Group Name field.

4. Inthe Tunnel Group Members text box, click + to add one or more tunnel IDs.

5. Select the IDs and click OK.

6. To enable preemption, select the Enable preemptive-failover Mode check box. This option is enabled
by default.

7. Inthe Mode section, identify the tunnel group type as a layer-2 or layer-3 group.
8. Click Submit.
9. Click Pending Changes.
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10. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI

Use the following commands to configure a Layer-2 or Layer-3 tunnel group using the CLI:

(host) [mynode] (config) tunnel-group <tungrpname>
(host) [mynode] (config-tunnel-group) #

mode {L2]|L3)

preemptive-failover

tunnel <tunnel-id>

Jumbo Frame Support

Jumbo frames are the data frames that are larger than 1500 bytes and includes the Layer 2 header and frame
check sequence. Jumbo frames functionality can be configured on the following and can support up to 9216
bytes of payload:

m  OmniAccess Mobility Controllers (OAW-40xx Series Switches, OAW-4x50 Series Switches, and Mobility
Controller Virtual Appliances.

m  Mobility Master (Mobility Master Virtual Appliance and hardware Mobility Master)

In centralized deployments, frames that are more than 1500 bytes in size are generated from the AP to the
managed device during encryption and enabling AMSDU. Therefore, whenever the AP associates to the
managed device, jumbo frames are used to get the highest network performance. If this functionality is not
supported, the data frames gets fragmented, which reduces the overall throughput of the network and makes
the network slow.

HNOTE

HOTE

Jumbo frames are not supported on Mobility Controller Virtual Appliances and Mobility Master Hardware Appliances
running on Windows Hyper-V.

You can enable the jumbo frame support in the following scenarios:

m Tunnel node: In a tunneled node deployment, the wired clients connected on the tunneled nodes can
send and receive the jumbo frames.

s L2 or L3 GRE tunnels: When you establish a GRE tunnel between two managed devices, the clients on one
managed device can send and receive jumbo frames from the clients on the other managed device on
enabling jumbo frames.

m Between wired clients: In a network where clients connect to the managed device with jumbo frames
enabled ports can send and receive the jumbo frames.

»  Wi-Fi tunnel: AWi-Fi tunnel can support an AMSDU jumbo frame for an AP (the maximum MTU supported
is up to 9216 bytes).

AMSDU is not supported on x86 platforms.

The following sections describe:
m Limitations for Jumbo Frame Support on page 107

m  Configuring Jumbo Frame Support on page 108

m Viewing Status of Jumbo Frame Support on page 108
Limitations for Jumbo Frame Support

This release of AOS-W does not support the jumbo frames for the following scenarios:

m |Psec, IPIP, and xSec.
m |Pv6 fragmentation or reassembly.
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HOTE

Configuring Jumbo Frame Support

You can use the CLI to configure the jumbo frame support.

To enable the jumbo frame support globally and to configure the MTU value;

(host) [mynode] (config) #firewall jumbo mtu <1789-9216>

You can configure the MTU value between 1789-9216. The default MTU value is 9216.
To enable jumbo frame support on a port channel:

(host) [mynode] (config) #interface port-channel <id> jumbo

To enable jumbo frame support on a port:

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port> jumbo
Viewing Status of Jumbo Frame Support

Execute the following command to view the global status of the jumbo frame support:
(host) [mynode] #show firewall
Execute the following command to view the jumbo frame status on a port:

(host) [mynode] #show interface gigabitethernet <slot>/module>/<port>

Execute the following command to view the jumbo frame status on a port channel:

(host) [mynode] #show interface port-channel <id>

PVST+

PVST+ provides load-balancing of VLANs across multiple ports, resulting in optimal usage of network resources.
PVST+ also ensures interoperability with industry-accepted PVST+ protocols.

PVST+ is disabled by default.

The following sections describe:

m PVST+ Interoperability and Best Practices on page 108
m  Enabling PVST+ in the WebUI on page 108

m  Enabling PVST+ in the CLI on page 109

PVST+ Interoperability and Best Practices

The interoperability between RSTP and PVST+ includes:

m  When the access port on the managed device and the trunk port terminate on one Layer 2 switch running
PVST+, PVST+ will send untagged STP BPDUs on the access port; it also transmits untagged STP BPDUs (in
addition to the other PVST+ BPDUs) on the native VLAN trunk port. If the Alcatel-Lucent managed device is
the root, it will detect a loop on the native VLAN.

HOTE

If PVST+ is not on the managed device, best practices recommend disabling RSTP on the Alcatel-Lucent managed
device to avoid a looping issue.

m For VLAN load balancing when managed devices are connected to armed mode, the VLAN priorities on two
ports and bridge priorities must be configured so that one set of VLANSs are active on one link, and the other
set of VLANs are active on the other link.

m Supported instances include: 64 on the OAW-40xx Series and OAW-4x50 Series Switches.
Enabling PVST+ in the WebUI
1. Inthe Mobility Master node hierarchy, navigate to Configuration > Interfaces > VLANSs and select a
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VLAN with one or more active interfaces in the VLANS table.
2. Inthe Port Members table, select the More option.
3. Expand the Spanning Tree section, and enable PVST+ mode.
4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.
Enabling PVST+ in the CLI
PVST+ is disabled by default. Enable PVST+, ensure a VLAN instance is configured, and then configure PVST+.

1. Enable PVST+:

(host) [mynode] (config) #spanning-tree mode rapid-pvst

2. Configure PVST+ forward time; the following command sets the time VLAN 2 spends in the listening and
learning state (3 seconds):

(host) [mynode] (config) #spanning-tree vlan 2 forward-time 3

3. Configure PVST+ hello time; the following command sets the time VLAN 2 waits to transmit BPDUs to
four seconds:

(host) [mynode] (config) #spanning-tree vlan 2 hello-time 4

4. Configure PVST+ max age; the following command sets the time VLAN 2 waits to receive a hello packet to
30 seconds:

(host) [mynode] (config) #spanning-tree vlan 2 max-age 30

5. Configure PVST+ priority: the following command sets the VLAN 2 priority to 10, making it more likely to
become the root bridge:

(host) [mynode] (config) #spanning-tree vlan 2 priority 10

6. Configure PVST+ on a range of VLANs using the VLAN IDs (coma separated or hyphen separated):

(host) [mynode] (config) #spanning-tree vlan range 2-6,11

The AOS-W implementation of RSTP is as specified in 802.1w, with backward compatibility to legacy STP
802.1D. RSTP takes advantage of point-to-point links and provides rapid convergence of the spanning tree.
RSTP is enabled by default on all Alcatel-Lucent managed devices.

The AOS-W RSTP implementation interoperates with PVST (Per VLAN Spanning Tree 802.1D) and Rapid-PVST
(802.1W) implementation on industry-standard routers or switches. Alcatel-Lucent only supports global
instances of STP and RSTP. Therefore, the ports on industry-standard routers or switches must be on the
default or untagged VLAN for interoperability with Alcatel-Lucent managed devices.

AOS-W supports RSTP on the following interfaces:
m FastEthernet IEEE 802.3: fastethernet

m Gigabitethernet |IEEE 802.3: gigabitethernet
m Port Channel ID: port-channel
Since RSTP is backwards compatible with STP, it is possible to configure both bridges in the same network.

However, such mixed networks may not always provide rapid convergence. RSTP provides rapid convergence
when interfaces are configured as either:

m Edge ports: These are the interfaces or ports connected to hosts. These interfaces are immediately moved
to the forwarding state. In this mode, an interface forwards frames by default until it receives a BPDU,
indicating that it should behave otherwise. It does not go through the Listening and Learning states.

| Network Configuration Parameters AOS-W 8.6.0.0 | User Guide



m Point-to-Point links: These are the interfaces or ports connected directly to neighboring bridges over a
point-to-point link. RSTP negotiates with the neighbor bridge for rapid convergence or transition only when
the link is point-to-point.

Table 18: Port State Comparison

STP (802.1D)

RSTP (802.1W) Port State

Port State

Disabled Discarding
Blocking Discarding
Listening Discarding
Learning Learning
Forwarding Forwarding

In addition to port state, RSTP introduces port roles for all the interfaces (see Table 19).

Table 19: Port Role Descriptions

RSTP (802.1W)

Port Role Description

Root The port that receives the best BPDU on a bridge.

Designated The port can send the best BPDU on the segment to which it is connected.
Alternate The port offers an alternate path, in the direction of root bridge, to that provided by

bridge’s root port.

Backup The port acts as a backup for the path provided by a designated port in the direction of
the spanning tree.

You can configure RSTP using the WebUI or CLI.

Configuring RSTP in the WebUI

The RSTP port interface is designated as point-to-point, by default, in the existing port configuration screen.
. In the Mobility Master node hierarchy, navigate to Configuration > Interfaces > Ports.

. Inthe Ports table, click the port number for which you want to enable RSTP or STP features.

. Select the Show Advanced Options link at the bottom of the Ports tab.
. Enable Spanning Tree.

u A W N =

. (Optional) Define values for the following Spanning Tree configuration parameters:

Cost: Defines the RSTP interface path cost. The cost prioritizes routing to the destination. The lower the
cost, the higher the priority.

m Priority: Sets the interface’s RSTP priority. The supported range is 0-255, and the default value is 128.

Port Fast: Changes from blocking to forwarding mode, enabling forwarding of traffic from the interface.
Point-to-Point: Sets the interface as a point-to-point link.

. Click Submit.

. Click Pending Changes.

0 N O n

. Inthe Pending Changes window, select the check box and click Deploy changes.
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Configuring RSTP in the CLI

Change the default configurations using the following commands in the command-line interface:

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-if) #spanning-tree

cost <value>

point-to-point

port-priority <value>

portfast

The following commands can be used to view settings and troubleshoot RSTP issues:

m The show spantree command displays the root and bridge information, verifying that they are correct.
The port or interface information (example: state, role, and so on) is also displayed to make sure that the
state and role information correspond with each other. For more details and examples on the show
spantree command, refer to show spantree in the AOS-W CLI Reference Guide.

m The show spanning-tree interface command (config-if mode) displays Tx or Rx BPDU counters. For
example, if a port's role is designated, it only transmit BPDUs but does not receive any. In this case, the Tx
counter continues to increase in increments while the Rx counter remains the same. This is reversed when
the role of a port is root/alternate/backup. For more details and examples on the show spanning-tree
interface command, refer to show spaning-tree in the AOS-W CL/ Reference Guide.

PortFast and BPDU Guard for Spanning Tree

The PortFast and BPDU Guard features enhance network reliability, manageability, and security for Layer-2
STP.

Some devices and local stacks running on systems or workstations are capable of generating potential STP
BPDUs that cause DOS attacks. PortFast and BPDU Guard features provide stability and security for network
topologies to prevent such attacks, and can be applied either independently or together.

The following sections describe:

m PortFastonpage 111

m BPDU Guardonpage 112

m Scenarios Supported on PortFast and BPDU Guard on page 112

m  Enabling PortFast on a Port on page 112

m Enabling BPDU Guard on a Port on page 113
PortFast

The PortFast feature is introduced to avoid network connectivity issues. These issues are caused by delays in
STP enabled ports moving from blocking-state to forwarding-state after transitioning from the listening and
learning states. STP enabled ports that are connected to devices such as a single switch, workstation, or a
server can access the network only after passing all these STP states. Some applications need to connect to the
network immediately, else they will timeout.

Enabling the PortFast feature causes a switch or a trunk port to enter the STP forwarding-state immediately or
upon a linkup event, thus bypassing the listening and learning states. The PortFast feature is enabled at a port
level, and this port can either be a physical or a logical port. When PortFast feature is enabled on a switch ora
trunk port, the port immediately transitions to the STP forwarding state.

Though PortFast is enabled the port still participates in STP. If the port happens to be part of topology that
could form a loop, the port eventually transitions into STP blocking mode. PortFast is usually configured on an
edge port, which means the port should not receive any STP BPDUs. If the port receives any STP BPDU, it
moves back to normal or regular mode and will participate in the listening and learning states.
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HNOTE

HNOTE

In most deployments, edge ports are access ports. However, in this scenario there are no restrictions in
enabling the PortFast feature. The mode of the port changes from PortFast to non-PortFast when the port
receives a STP BPDU. To re-enable this feature on a port, run the shut command followed by a no-shut
command at the interface or port level.

Configuring PortFast on a non-edge port can cause instability to the STP topology.

BPDU Guard

BPDU Guard feature protects the port from receiving STP BPDUs, however the port can transmit STP BPDUs.
When a STP BPDU is received on a BPDU Guard enabled port, the port is shutdown and the state of the port
changes to ErrDis (Error-Disable) state. The port remains in the ErrDis state until the port status is manually
changed by using the configuration command shut followed by a no-shut applied on the interface. In most
deployments, BPDU Guard feature is configured over the PortFast enabled STP ports, but in this
implementation the BPDU Guard feature can be enabled on any of the STP ports, with or without PortFast
feature being enabled on these ports.

It is recommended not to enable the BPDU Guard feature on a trunk port that forms the STP topology.

Scenarios Supported on PortFast and BPDU Guard

PortFast and BPDU Guard features are applied at the port or interface level. These features can also be applied
in the following scenarios:

= RSTP and PVST modes

m Access and Trunk ports

m Physical and Logical ports

In the global RSTP mode, there is only one RSTP instance running in the entire Mobility Master. If the port that

is enabled with PortFast and BPDU Guard receives any STP BPDU, it affects all ports, as the global RSTP runs
on a port basis.

In the PVST mode, there can be multiple instances of RSTP running, as they are based per VLAN. Though it is
based per VLAN, it will still behave in the same way as it does in the global RSTP mode. For example, if there are
five VLANs and each VLAN has a separate RSTP instance running, then any STP BPDU received on any of these
five ports effects all ports.

If an STP BPDU is received from any one of the five RSTP instances running, the port that is enabled with BPDU
Guard shuts down and goes to ErrDis state. In other words, both PortFast and BPDU Guard features are
applied on a port basis for both global RSTP and PVST modes, even though the PVST runs on a per VLAN basis.

Enabling PortFast on a Port
You can enable PortFast on a port by using the WebUI or CLI.

In the WebUI

1. Inthe Mobility Master node hierarchy, select the device and navigate to Configuration > Interfaces
>Ports.

2. In the Ports table, click the port number for which you want to enable PortFast and BPDU Guard.
3. Select the Show Advanced Options link at the bottom of the Ports tab .

4. Select the PortFast check box.

5. Click Submit.

6. Click Pending Changes.
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7. Inthe Pending Changes window, select the check box and click Deploy changes.

NOTE

It is recommended to enable PortFast only on access port types. However, PortFast can be enabled on the trunk ports
by selecting the Trunk check box in the WebUI.

In the CLI

Execute the following commands to enable PortFast:

(host) [mynode] (config) #interface gigabitinternet <slot>/<module>/<port>
(host) [mynode] (config-if)4#spanning-tree portfast

Execute the following commands to disable PortFast:

(host) [mynode] (config) #interface gigabitinternet <slot>/<module>/<port>
(host) [mynode] (config-if) #no spanning-tree portfast

Execute the following command to enable PortFast on trunk ports:

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-if)#spanning-tree portfast trunk

Execute the following show command to display the status of the STP ports:

(host) [mynode] (config-if) #show spanning-tree interface gigabitethernet
<slot>/<module>/<port>

Enabling BPDU Guard on a Port
You can enable BPDU Guard on a port by using the CLI.

Execute the following commands to enable PortFast and BPDU Guard:

(host) [mynode] (config) #interface gigabitinternet <slot>/<module>/<port>

(host) [mynode] (config-if)#spanning-tree bpduguard

LLDP

LLDP, defined in the IEEE 802.1AB standard, is a Layer 2 protocol that allows network devices to advertise their
identity and capabilities on a LAN. AOS-W supports a simple one-way neighbor discovery protocol with periodic
transmissions of LLDP PDUs, allowing managed devices to advertise identity information and capabilities to
other nodes on the network and store the information discovered about the neighbors.

LLDP supported devices use attributes known as TLVs to receive and send information such as configuration
information, device capabilities, and device identity to their neighbors. These TLVs contain type, length, and
value descriptions, use the destination MAC address 01:80:¢2:00:00:0e, and are constrained to a local link.
SNMP support is available for LLDP MIBs.

The following sections describe:

m Supported TLVson page 113

m LLDP-MED on page 114

m Restrictions and Limitations on page 114

m  Configuring LLDP on page 114

m  Configuring LLDP-MED on page 114

m  Monitoring LLDP Data and Configuration on page 115
Supported TLVs
AOS-W supports the following basic management TLVs, all of which are enabled by default:

m  MAC Phy configuration TLV
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m  Management address TLV

m  Maximum frame size TLV

m Port-description TLV

m Port VLANID TLV

m System capabilities TLV

m System description TLV

m System name TLV

= VLAN nameTLV

LLDP-MED

LLDP-MED is an extension to LLDP that supports interoperability between VolP devices and other networking
clients. LLDP-MED network policy discovery lets end-points and network devices advertise their VLAN IDs (for

example, voice VLAN), priority levels, and DSCP values. AOS-W supports a maximum of eight LLDP -MED
Network Policy profiles.

Creating an LLDP MED network policy profile does not apply the configuration to any AP or AP interface or
interface group. To apply the LLDP-MED network policy profile, you must associate it to an LLDP profile, then
apply that LLDP profile to an AP wired port profile.

You can use the command, ap lldp med-network-policy-profile to define an LLDP MED network policy
profile that defines DSCP values and L2 priority levels for a voice or video application.

HOTE

When you use the default LLDP configuration, the LLDP RX and LLDP TX parameters are disabled. You must
explicitly enable them for LLDP to work.

Restrictions and Limitations

m |nventory-management and Location TLVs are not currently supported.

m  Aggregation-management and Power-management TLVs are not supported.
m CDP proprietary is not supported.

m The maximum number of neighbors that can be learned on the managed device (including all the per port
neighbors) is 250.

Configuring LLDP

Configure LLDP using the following commands on a specific managed device interface. For detailed
information on the LLDP commands, refer to the interface fastethernet | gigabitethernet, show lidp
and show ap lldp command in the AOS-W CLI Reference Guide.

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>
(host) [mynode] (config-if) #11dp

fast-transmit-counter <1-8>

fast-transmit-interval <1-3600>

med

receive

transmit

transmit-hold <1-100>

transmit-interval <1-3600>

HNOTE

If you use the default LLDP configuration, the transmit and Receive parameters are disabled. You must explicitly
enable them for LLDP to work.

Configuring LLDP-MED

When you create an LLDP MED network policy profile, you must associate it to an LLDP profile, then apply that
LLDP profile to an AP wired port profile.
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The following commands create a LLDP MED network policy profile for streaming video applications and marks
streaming video as high-priority traffic.

(host) [mynode] (config) #ap 1lldp med-network-policy-profile vid-stream
(host) [mynode] (AP LLDP-MED Network Policy Profile "vid-stream") #dscp 48

(host) [mynode] (AP LLDP-MED Network Policy Profile "vid-stream") #1l2-priority 6
(host) [mynode] (AP LLDP-MED Network Policy Profile "vid-stream") #tagged
(host) [mynode] (AP LLDP-MED Network Policy Profile "vid-stream") #vlan 10

Next, the LLDP MED network policy profile is assigned to an LLDP profile, and the LLDP profile is associated
with an AP wired-port profile.

(host) [mynode] (config) #ap lldp profile videol
(host) [mynode] (AP LLDP Profile "videol") #lldp-med-network-policy-profile vid-stream
(host) [mynode] (config) #ap wired-port-profile corp?2

(host) [mynode] (AP wired port profile "corp2") #lldp-profile videol
Monitoring LLDP Data and Configuration

The following show commands display aggregate and per-interface information about LLDP configurations
and neighborhood data.

Table 20: LLDP Show Commands

Command Description

show 11ldp interface gigabitethernet Displays LLDP information for all interfaces, or include the optional
<slot>/<module>/<port> gigabitethernet <slot>/<module>/<port> parameters to display
LLDP information for a specific interface.

show 11dp neighbor gigabitethernet This command displays information about LLDP peers, including the
<slot>/<module>/<port> [details] name of the neighbor, MAC address and the capabilities of the peer
to operate as a router, bridge, access point, phone or other network
device. Include the optional gigabitethernet
<slot>/<module>/<port> parameters to display detailed information
about LLDP neighbors for a specific interface, or include the details
parameter to display additional details about the device type, and
LLDP-MED, if applicable.

show 11dp statistics gigabitethernet | Displays information about LLDP TLVs sent and received on all
<slot>/<module>/<port> interfaces, or include the optional gigabitethernet
<slot>/<module>/<port> parameters to display LLDP TLV statistics
for a specific interface.

show ap 1lldp Displays a list of LLDP-MED Network Policy profiles, or display the

med-network-policy-profile current configuration settings of an individual profile.

show ap 1ldp counters Shows LLDP counters for a specific AP, or all APs sending or receiving
LLDP PDUs.

show ap 11ldp [<profile>] Displays a list of LLDP-MED Network Policy profiles, or display the

current configuration settings of an individual profile.
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Chapter 6

Aannel Link Aggregation Control Protocol

The AOS-W implementation of LACP is based on the standards specified in 802.3AD. LACP provides
standardized means for exchanging information with partner systems to form a port-channel group (LAG).
LACP avoids port channel misconfiguration.

LACP Overview

Two devices (actor and partner) exchange LACP data units when forming a LAG. After multiple ports in the
system have the same actor system ID, actor key, partner system ID, and partner key, they belong to the same
LAG.

The maximum number of supported port-channels is eight. With the introduction of LACP, this number
remains the same.

Two LACP configured devices exchange LACP data units to form a LAG. A device is configurable as an active or
passive participant. In active mode, the device initiates data units irrespective of the partner state; passive
mode devices respond only to the incoming data units sent by the partner device. Hence, to form a LAG group
between two devices, one device must be an active participant. For detailed information on the LACP
commands, see the AOS-W CLI Reference Guide.

LACP data units exchange their corresponding system identifier or priority along with their port key or priority.
This information determines the LAG of a port. The LAG for a port is selected based on its keys. The port is
placed in that LAG only when its system ID or key and system ID or key of its partner matches the other ports
in the LAG (if the group has ports).

Configuring Port Channel LACP

You can configure Port Channel LACP on a managed device using the WebUI or CLI:

In the WebUI

Follow these steps to add a new port channel using the WebUI:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > Ports tab. In
the Port Channel table, click + to open the New Port Channel dialog.

2. Inthe New Port Channel dialog, select a port channel ID from the drop-down list and click Submit.
3. In the Port ID section, select LACP from the Protocol drop-down list.

4. Select Active in LACP mode.

5. Click Submit.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box, and click Deploy changes.

For information on configuring LACP on OAW-AP 220 Series and OAW-AP270 Series access points, see Link
Aggregation Support on page 664

HOTE
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In the CLI
Follow these steps to configure LACP settings using the CLI:

1. Enable LACP and configure the per-port specific LACP.

(host) [mynode] (config) #interface gigabitethernet <slot>/<module>/<port>

2. Configure LACP group and mode.

(host) [mynode] (config-submode)#lacp group <id> mode {active | passive}

= group <id>rangeis 0-7.

m Active mode—the interface is in an active negotiating state. LACP runs on any link that is configured to

be in the active state. The port in an active mode also automatically initiates negotiations with other
ports by initiating LACP packets.

= Passive mode—the interface is not in an active negotiating state. LACP runs on any link that is configured
in a passive mode. The port in a passive mode responds to negotiations requests from other ports that
are in an active mode. Ports in passive mode respond to LACP packets.

G A port in passive mode cannot set up a port channel (LAG group) with another port in passive mode.

HNOTE

3. Set the timeout for the LACP session. The timeout value is the amount of time that a port-channel
interface waits for a LACP data unit from the remote system before terminating the LACP session. The
default long time-out value is 90 seconds; short is 3 seconds.

(host) [mynode] (config-submode)#lacp timeout {long | short}

4. Set the port priority. The higher the priority value the lower the priority. The range is 1-65535 and the
default is 255.

(host) [mynode] (config-submode)#lacp port-priority <value>

5. Save the configuration.

(host) [mynode] (config-submode)#write memory
6. View your LACP neighbor.

The port uses the group number +1 as the “actor admin key”. All the ports use the long timeout value (90
seconds) by default.

(host) [mynode] (config-submode)#show lacp <id> neighbor

The port status is displayed as “DOWN" (see the following example) under the following conditions:
e When a portin a LAG is misconfigured (the partner device is different than the other ports)

e If the neighbor ages out

¢ If aneighbor cannot exchange LACP data units with the partner

(host) [mynode] (config-submode)#show lacp <id> internal

Additionally, you can configure logging levels for LAGM process and debug LACP related issues on the
GSM channel by using the following commands:

Use the following command to configure the logging level for LAGM process:

(host) [mynode] (config)# logging system process lagm level <category> [subcat <subcategory>]

Use the following command to debug issues related to LACP in the GSM channel:
(host) [mode]l# show gsm debug channel port info

LACP Best Practices and Exceptions

Following are the best practices and exceptions to keep in mind when configuring LACP on a managed device:

LACP is disabled by default.
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m LACP depends on periodical Tx/Rx of LACP data units. Any failure detected at a port can be removed from
the LAG. Failure detection period depends on the configured timeout.

m The maximum LAG supported per system is eight groups; each group can be created statically or through
LACP.

m Each LAG can have up to eight member ports.
m The LAG group ID range is 0-7 for both static (port-channel) and LACP groups.

m When a port is added to a LACP LAG, it inherits the properties of the port-channel. Some of these properties
are VLAN membership, trunk status, and so on.

m When a port is added to a LACP LAG, the property (example: speed) of the port is compared to the property
of the existing port. If there is a mismatch, the command is rejected.

m The LACP commands cannot be configured on a port that is already a member of a static port-channel.
Similarly, if the group assigned in the command lacp group <number> already contains static port
members, the command is rejected.

m The port uses the group number as its actor admin key.
m All ports use the long (90 seconds) timeout value by default.

m The output of the command show interface port-channel <port-channel ID> indicates if the LAG is
created by LACP (dynamic) or static configuration. If the LAG is created through LACP, you cannot add or
delete any ports under that port channel. All other commands are allowed.

The following sample configuration is for gigabitethernet port/slot 0/1:

(host) [mynode] (config) #interface gigabitethernet 0/0/4
(host) [mynode] (config-submode)#lacp group 1 mode active
(host) [mynode] (config-submode)#lacp timeout long

(host) [mynode] (config-submode)#lacp port-priority 2
(host) [mynode] (config-submode) #write memory

Saving Configuration...

Partial configuration for /mm/mynode

Contents of : /flash/config/partial/0/p=sc=mynode.cfqg
interface gigabitethernet 0/0/4

lacp group 1 mode active

lacp port-priority 2

lacp timeout long

!

Configuration Saved
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Chapter 7
IPv6 Support

The IPv6 protocol is the next generation of large-scale IP networks, it supports addresses that are 128 bits
long. This allows 2128 possible addresses (versus 232 possible IPv4 addresses).

Typically, the IP address assigned on an IPv6 host consists of a 64-bit subnet identifier and a 64-bit interface
identifier. IPv6 addresses are represented as eight colon-separated fields of up to four hexadecimal digits each.
The following are examples of IPv6 addresses:

2001:0000:0eab:DEAD: 0000:00A0:ABCD: 004E
The use of the »: : ” symbol is a special syntax that you can use to compress one or more group of zeros or to
compress leading or trailing zeros in an address. The *: : 7 can appear only once in an address.

For example, the address, 2001:0000:0dea:C1AB:0000:00D0:ABCD: 004E can also be represented as:

2001:0:eab:DEAD:0:A0:ABCD:4E - leading zeros can be omitted
2001:0:0eab:dead:0:a0:abcd:4e - not case sensitive
2001:0:0eab:dead::al0:abcd:4e - valid
2001::eab:dead::a0:abcd:4e - invalid

IPv6 uses a "/" notation which describes the no: of bits in netmask, similar to IPv4.

2001l:eab::1/128 - single Host
2001:eab::/64 - network

This chapter describes AOS-W support for IPv6 features:
m Enabling IPv6 on page 119

m  Enabling IPv6 Support for Mobility Master and APs on page 120

m Filtering an IPv6 Extension Header on page 129

m Configuring a Captive Portal over IPv6 on page 130

m  Working with IPv6 RAs on page 130
m RADIUS Over IPv6 on page 148

m  TACACS Over IPv6 on page 149

m DHCPv6 Server on page 150

m |Psec Support on page 137

m  Understanding AOS-W Supported Network Configuration for IPv6 Clients on page 156

m  Understanding IPv6 Exceptions and Best Practices on page 163

Enabling IPv6

You must enable the IPv6 option on the managed device before using any of the IPv6 functions. You can use
the ipvé enable command to enable the IPv6 packet or firewall processing on the managed device. The IPv6
option is disabled by default.

You can also use the WebUI to enable the IPv6 option:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Services > Firewall tab.
2. Expand the Global Settings accordion.
3. Click IPv6 enable check box to enable the IPv6 option.
4. Click Submit.
5. Click Pending Changes.
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6. In the Pending Changes window, select the check box and click Deploy changes.

Enabling IPv6 Support for Mobility Master and APs

This release of AOS-W provides IPv6 support for a Mobility Master and access points. You can now configure
the Mobility Master with an IPv6 address to manage the managed devices and APs. Both IPv4 and IPv6 APs
can terminate on the IPv6 managed device. You can provision an IPv6 AP in the network only if the managed
device interface is configured with an IPv6 address. An IPv6 AP can serve both IPv4 and IPv6 clients.

Starting from AOS-W 8.4.0.0, you can configure either or both IPv4 and IPv6 addresses in one data zone of an
AP MultiZone profile. For more information on configuring AP MultiZone profile, see Configuring MultiZone on

page 440.

You must manually configure an IPv6 address on the managed device interface to enable IPv6 support.

You can perform the following IPv6 operations on the Mobility Master:

m  Configuring IPv6 Addresses on page 121

m  Configuring IPv6 Static Neighbors on page 123

m  Configuring IPv6 Default Gateway and Static IPv6 Routes on page 123

m  Configuring Prefix Delegation on page 124

m  Managing IP Addresses on page 125

m Configuring Multicast Listener Discovery on page 126

m Debugging IPv6 on page 128

m  Provisioning an IPv6 AP on page 129

You can also view the IPv6 statistics on the managed device using the following commands:

m show datapath ip-reassembly ipvé — View theIPv6 contents of the IP reassembly statistics table.
m show datapath route ipvé — View datapath IPv6 routing table.

m show datapath route-cache ipvé — View datapath IPv6 route cache.

m show datapath tunnel ipvé — View the tcp tunneltable filtered on IPv6 entries.

m show datapath user ipvé — View datapath IPv6 user statistics such as current entries, pending deletes,
high water mark, maximum entries, total entries, allocation failures, invalid users, and maximum link length.

m show datapath session ipvé — View datapath IPv6 session entries and statistics such as current entries,
pending deletes, high water mark, maximum entries, total entries, allocation failures, invalid users, and
maximum link length.

Additionally, you can view the IPv6 AP information on the managed device using the following show
commands:

m  show ap database

®  show ap active

m  show user

m  show ap details ip6-addr
m show ap debug

The following table lists IPv6 features:
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Table 21: /Pv6 APs Support Matrix

Features Supported on IPv6 APs

Forward Mode - Tunnel Yes
Forward Mode - Decrypt Tunnel Yes
Forward Mode - Bridge Yes
Forward Mode - Split Tunnel Yes
AP Type - Campus AP Yes
AP Type - Remote AP Yes (limited support)
AP Type - Mesh Node No
CPsec Yes
Wired-AP or Secure-jJack Yes
Fragmentation or Reassembly Yes
MTU Discovery Yes
Provisioning Through Static IPv6 Yes
Addresses

Provisioning Through IPv6 FQDN Master | Yes
Name

Provisioning from WebUI Yes

Provisioning Through DHCPv6 Option 52 | Yes

AP Boot by Flash Yes
AP Boot by TFTP No
WMM QoS No
AP Debug and Syslog Yes
ARM & AM Yes
WIDS Yes (Limited)
CLI Support for Users and Datapath Yes
AP MultiZone Profile Yes

Configuring IPv6 Addresses

You can configure IPv6 addresses for the management interface, VLAN interface, and the loopback interface of
the Mobility Master and managed device. Up to three IPv6 addresses can be configured for each VLAN
interface. The IPv6 address configured on the loopback interface or the first VLAN interface becomes the
default IPv6 address of the device.
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If only one IPv6 address is configured on the managed device, it becomes the default IPv6 address of the managed
device. With this release of AOS-W, you can delete this IPv6 address.

You can configure the IPv6 interface address using the WebUI or CLI. As per Internet Assigned Numbers
Authority (IANA), a managed device supports IPv6 addresses beyond the following ranges:

Global unicast—2000::/3
Unique local unicast—fc00::/7
Link local unicast—fe80::/10

In the WebUI

To Configure Link Local Address

. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > VLANS tab.
. Select a Vlan from the VLANS table.

. Select the corresponding Vlan Id from the VLANS <Vlan name> table.

. Select the IPv6 tab and expand the IP Address Assignment accordion.

. Enable Use Static addresses. IPV6 addresses table appears.

. Click + in IPV6 addresses.

. Inthe Add New IPV6 addresses pop-up, select Link-local for Address Type. Enter the IPV6 address
and select the Use EUI-64 Format check box, if applicable. Click OK.

8. Click Submit.
9. Click Pending Changes.

N oo N -

10. In the Pending Changes window, select the check box and click Deploy changes.

To Configure Global Unicast Address

1. Select a Vlan from the VLANS table.

2. Select the corresponding Vlan Id from the VLANS <Vlan name> table.
3. Select the IPV6 tab and expand the IP Address Assignment accordion.
4. Enable Use Static addresses. IPV6 addresses table appears.

5. Click + in IPV6 addresses.

6. Inthe Add New IPV6 addresses pop-up, select Global unicast for Address Type. Enter the IPV6
address and select the Use EUI-64 Format check box, if applicable. Click OK.

7. Click Submit.
8. Click Pending Changes.
9. Inthe Pending Changes window, select the check box and click Deploy changes.

To Configure Loopback Interface Address

1. In the Managed Network node hierarchy, navigate to the Configuration > System > General tab.
2. Select Loopback Interface accordion and enter the loopback address in the IPv6 address field.

3. Click Submit.

4. Click Pending Changes.

5. In the Pending Changes window, select the check box and click Deploy changes.
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You cannot configure the management interface address using the WebUI.

In the CLI

To configure the link local address:

(host) [md] (config)#interface vlan <id>
(host) [md] (config-submode)#ipv6 address

To configure the global unicast address:

(host) [md] (config)i#interface vlan <id>
(host) [md] (config-submode)#ipv6 address

link-local <ipv6-address>

<ipv6-prefix>/<prefix-length>

To configure the global unicast address (EUI 64 format):

(host) [md] (config)#interface vlan <id>
(host) [md] (config-submode)#ipv6 address

To configure the management interface address:

(host) [md] (config)#interface mgmt
(host) [md] (config-submode)#ipv6é address

To configure the loopback interface address:

(host) [md] (config)#interface loopback
(host) [md] (config-submode)#ipv6 address

Configuring IPv6 Static Neighbors

<ipvé-prefix/prefix-length> eui-64

<ipvé6-prefix/prefix-length>

<ipv6-prefix>

You can configure a static neighbor on a VLAN interface either using the WebUI or CLI.

In the WebUI

To configure IPv6 static neighbors:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > IPv6

Neighbors tab.

2. Click + in the IPv6 Neighbors table and enter the following details:

m |Pv6 address
m Link-layer addr

3. Select a VLAN interface from the drop-down list.

4. Click Submit.
5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

To configure a static neighbor on a VLAN interface:

(host) [md] (config)#ipv6 neighbor <ipvéaddr> vlan <vlan#> <mac>

Configuring IPv6 Default Gateway and Static IPv6 Routes

You can configure IPv6 default gateway and static IPv6 routes using the WebUI or CLI.
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In the WebUI
To configure IPv6 default gateway:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > IP Routes
tab.

2. Click + under the Static Default Gateway accordion.

3. Select IPv6 from the IP version drop-down list, and enter the IPv6 address in the IP address field.

4. Click Submit to add the address to the IPv6 default gateway table.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.

To configure static IPv6 routes:

1. Expand the IP Routes accordion.

1. Click + under the IP Routes table.

2. Select IPv6 from the IP version drop-down list.

3. Enter the Destination IP address and the Forwarding settings.

4. Click Submit to add the static route to the IPv6 routes table.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI

To configure the IPv6 default gateway:

(host) [md] (config)#ipv6 default-gateway <ipv6-address> <cost>

To configure static IPv6 routes:

(host) [md] (config)#ipv6 route <ipvé6-prefix/prefix-length> <ipv6-next-hop> <cost>
<ipv6-next-hop> = X:X:X:X::X

Configuring Prefix Delegation

Prefix delegation can be used to assign a network address prefix to a customer site, as defined in IPv6 prefix
delegation protocol (RFC 3769). The hosts at the customer site use this prefix to derive a unique IPv6 address
using RA and SLAAC. Prefix delegation client uses DHCPv6 IA_PD to request and assign prefixes.

As part of addition of prefix delegation, the following features are supported on the managed device:
m |Pv6 address can be assigned using DHCPv6 IA_NA. For DHCPv6 stateful address assignment, DHCP client
process is started for the interface VLAN to retrieve and manage the address.

m PD client is supported to retrieve the prefix from ISP using DHCPv6 IA_PD, PD client process is started for
interface VLAN to retrieve and manage the IA_PD lease.

m A PD-based address, based on the prefix obtained on uplink VLAN using PD client can be configured on
other interface VLANs. When a PD-based address is configured, that prefix is advertised using RA on that
VLAN. This RA helps the host to derive a unique SLAAC address from the prefix advertised.

PD client and DHCPv6 client are not allowed to be configured in different VLANs. PD-based address cannot be

R configured on an interface thatis configured to run PD or DHCPV6 clients.

Execute the following commands in the CLI to automate prefix delegation, and stateful IPv6 address
configuration:

IPv6 address configuration under interface vian
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(host) [md] (config)#interface vlan 101
(host) [md] (config-submode)#ipv6 address
dhcp6-client
link-local
pd
X:X:X:X::X/<0-128>
(host) [md] (config-submode) #ipv6 address dhcp6-client

Prefix delegation configuration under interface vlan

(host) [md] (config-submode)#ipvé6 dhcp
pdclient
server
(host) [md] (config-submode) #ipv6 dhcp pdclient
<pd name>

IPv6 PD-based address configuration under interface vian

(host) [md] (config)#interface vlan 101
(host) [md] (config-submode)#ipv6 address
dhcpb6-client
link-local
pd
X:X:X:X::X/<0-128>
(host) [md] (config-submode)#ipv6 address pd <pd name> ::X:X:X:X:X

IPv6 PD status

(host) [md] #show ipvé pd status
DHCPv6 PD Client is enabled

Uplink VLAN : 100
Label : sitel
Prefix : 2001:0:3::/48

65536 unique /64 prefixes are derivable from the acquired IA PD lease
Preferred lifetime 604800s, Valid lifetime 2592000s

Last request/renewal for the lease done at Thu Apr 14 04:46:15 2016
Lease expires at Sat May 14 04:46:15 2016

Downlink VLANs

VlanId Prefix

101 2001:0:3:12:1:2:3:4/64

Managing IP Addresses

You can change the default managed device IP address by assigning a different VLAN interface address or the
loop back interface address. You can also turn on Syslog messaging for IPv6 (similar to IPv4 logging) using the
logging <ipvé address> command. For more information on logging, see Configuring Logging on page 935.

You can use the WebUI or CLI to change the default managed device IP address.

In the WebUI
To configure the default managed device IP address:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > System > General tab.
2. Expand the Controller IP address accordion.
3. Select the VLAN Id or the loopback interface Id from the IPv6 address drop-down.
4. Click Submit.
5. Click Pending Changes.
6. Inthe Pending Changes window, select the check box and click Deploy changes.
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In the CLI

To configure an IPv6 address to the managed device:

(host) [md] (config)#controller-ipv6 loopback
(host) [md] (config)#controller-ipv6 vlan <id> address <ipvé6 address>

To enable logging over IPv6:

(host) [md] (config)#logging <ipvé6 address>

Configuring Multicast Listener Discovery

You can enable the IPv6 multicast snooping on the managed device by using the WebUI or CLI and configure
MLD parameters such as query interval, query response interval, robustness variable, and ssm-range.

This section contains the following topics:

m  Dynamic Multicast Optimization on page 127

m Decrypt-Tunnel DMO on page 128

m Limitations on page 128

The Source Specific Multicast (SSM) supports delivery of multicast packets that originate only from a specific
source address requested by the receiver. You can forward multicast streams to the clients if the source and
group match the client subscribed source group pairs (S,G).

The managed device supports the following IPv6 multicast source filtering modes:

m Include- In Include mode, the reception of packets sent to a specified multicast address is enabled only
from the source addresses listed in the source list. The default IPv6 SSM address range is FF3X::4000:1 -
FF3X::FFFF:FFFF, and the hosts subscribing to SSM groups can only be in the Include mode.

m Exclude - In Exclude mode, the reception of packets sent to a specific multicast address is enabled from all
source addresses. If there is a client in the Exclude mode, the subscription is treated as an MLDv1 join.

For more information on MLD feature, see RFC 3810 and RFC 4604,

MLD snooping does not add IPv6 Solicited-Node multicast address or groups to the multicast table. A Solicited-
Node multicast address is an IPv6 multicast address valid within the local-link (example, an Ethernet segment
or a Frame Relay cloud). Every IPv6 host has at least one such address per interface. Solicited-Node multicast
addresses are used in Neighbor Discovery Protocol for obtaining the layer 2 link-layer addresses of other
nodes.

You can configure multicast listener discovery using the WebUI or CLI.

In the WebUI

To modify IPv6 MLD Snooping:

. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces >VLANS tab.
. Click a VLAN name under VLANSs and click the corresponding VLAN id under Vlan Ids.

. Click IPv6 tab.

. Expand the Multicast Listener Discovery (MLD) accordion.

. Select snooping from the MLD drop-down list to enable [Pv6 MLD snooping.

. Click Submit.

. Click Pending Changes.

N oo N -

8. In the Pending Changes window, select the check box and click Deploy changes.

To modify IPv6 MLD parameters:
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1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > Multicast
tab.

. Expand the MLD accordion.

w N

. Enter the required values in the following fields:
Robustness variable: default value is 2

Query interval: default value is 125 seconds

= Query response interval: default value is 100 (1 or 10 seconds).
4. Click Submit.
5. Click Pending Changes.
6. Inthe Pending Changes window, select the check box and click Deploy changes.
To configure the SSM Range:
1. Inthe Managed Network node hierarchy, navigate to Configuration > Interfaces > Multicast tab.
2. Expand the MLD accordion.
3. Use the SSM range start-ip and SM range mask-ip fields to configure the SSM Range.
4. Click Submit to save your changes.
5. Click Pending Changes.
6. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI
To enable IPv6 MLD snooping:

(host) [md] (config) #interface vlan 1
(host) [md] (config-submode)#ipv6 mld snooping

To view if IPv6 MLD snooping is enabled:

(host) [md] (config-submode)#show ipv6 mld interface
To view the MLD Group information:

(host) [md] (config)#show ipvé mld group

To modify IPv6 MLD parameters:

(host) [md] (config)#ipv6 mld
(host) [md] (config-mld) # query-interval <time in seconds (1-65535)>|query-response-interval
<time in 1/10th of seconds (1-65535) |robustness-variable <value (2-10)>

To view MLD configuration:
(host) [md] (config-submode) #show ipv6é mld config

HOTE

When you enter the SSM range ensure that the upstream router has the same range, else the multicast stream
would be dropped.

Dynamic Multicast Optimization

When multiple clients are associated to an AP and when one client is subscribed for a multicast stream, all the
clients associated to the AP receive the stream, as the packets are directed to the multicast MAC address. To
restrict the multicast stream to only the subscribed clients, DMO sends the stream to the unicast MAC address
of the subscribed clients. DMO is currently supported for both IPv4 and IPv6.

In the CLI

To configure DMO, execute the following command:
(host) [md] (config) #wlan virtual-ap default
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(host) [md] (Virtual AP profile "default") #dynamic-mcast-optimization

To verify the DMO configuration, execute the following command:

(host) #show wlan virtual-ap

Decrypt-Tunnel DMO

Starting from AOS-W 8.2.0.0, Decrypt-Tunnel DMO support for IPv6 clients is introduced. This enhancement
ensures that AOS-W optimizes the multicast traffic for IPv6 wireless clients in the D-Tunnel mode. DDMO is
done by converting multicast streams to unicast streams in the AP rather than in the Switch or managed
device.

A sample use case is when a wired multicast server sends an IPv6 multicast stream to IPv6 wireless clients that
are associated to a Decrypt-Tunnel Virtual AP on an AP.
Important Points to Note

s DDMO is supported for both IPv4 and IPvé.

m |f the number of wireless clients subscribed for the multicast traffic is more than the DDMO threshold,
multicast traffic is not converted to unicast traffic; instead, the multicast traffic is sent to air directly.

HNOTE

Because the conversion takes place in the AP instead of the Switch or the managed device, make sure that the
multicast packets can go through AP datapath.

Troubleshooting

Execute any of the following commands for troubleshooting DDMO-related issues:

m show ap debug aid-table bssid <bssid> advanced—shows the association ID table

m show ipv6 mld proxy-group— displays MLD proxy-group details

m show ipvé mld group—displays MLD group details

m show datapath ipvé-mcast group—displays the IPv6 multicast group

m show datapath ipvé-mcast station—displaysthe IPv6 station membership

m show datapath ipvé-mcast destination—displaysthe IPv6 tunnel and port membership

Limitations
The following are the MLDv2 limitations:

m Managed Device cannot route multicast packets.
m  For mobility clients mld proxy should be used.

m VLAN pool scenario stream is forwarded to clients in both the VLANs even if the client from one of the
VLANSs is subscribed.

m DMO s applicable for wired clients in managed device.

Debugging IPv6
AQS-W provides the following debug commands for IPv6;

m show ipvé global — displays if IPv6 is enabled globally or not

m show ipv6 interface — displays the configured IPv6 address, and any duplicate addresses

m show ipvé route OF show datapath route ipvé — displays the IPv6 routing information

m show ipvé ra status — displays the RA status

m show Datapath session ipvé — displaysthe IPv6 sessions created, and the sessions that are allowed
m show datapath frame — displays the IPv6 specific counters
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NOTE

You can also use the debug options such as ping and tracepath for IPv6 hosts. You can either use the WebUI or
the CLI to use the ping and tracepath options.

In the WebUI

1. To ping an IPv6 host, in the Mobility Master node hierarchy, navigate to Diagnostics > Tools > Ping
tab, enter an IPv6 address, and click Ping.

2. To trace the path of an IPv6 host, in the Mobility Master node hierarchy, navigate to Diagnostics >
Tools > Tracepath tab, enter an IPv6 address, and click Trace.

In the CLI

To ping an IPv6 host:

(host) #ping ipvé <global-ipv6-address>
(host) #ping ipv6 interface vlan <vlan-id> <linklocal-address>

To trace the path of an IPv6 host:
(host) #tracepath <global-ipvé6-address>

Provisioning an IPv6 AP

You can provision an IPv6 AP on an IPv6 Mobility Master. You can either configure a static IP address or obtain
a dynamic IPv6 address via stateless-autoconfig. The managed device can act as the default gateway for the
IPv6 clients, if static IPv6 routes are set on the managed device.

A wired client can now connect to the Ethernet interface of an IPv6 enabled AP.

Execute the following command to provision a static IPv6 address:

(host) [mynode] (config)# provision-ap

Enhancements to IPv6 Support on AP
AOS-W provides the following IPv6 enhancements on the AP:

m  DNS based IPv6 master discovery

m FTP support for image upgrade in an IPv6 network
m  DHCPvV6 client support

m Bridge mode IPv6 firewall support

Filtering an IPv6 Extension Header

AOS-W firewall is enhanced to process the IPv6 Extension Header to enable IPv6 packet filtering. You can now
filter the incoming IPv6 packets based on the EH type. You can edit the packet filter options in the default EH,
using the CLI. The default EH alias permits all EH types.

Execute the following commands to permit or deny IPv6 packets matching an EH type:

(host) [md] (config) #netexthdr default
(host) [md] (config-exthdr) #eh <eh-type> permit | deny

To view the EH types denied:

(host) [md] (config-exthdr) #show netexthdr default
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HNOTE

NOTE

Configuring a Captive Portal over IPv6

IPv6 is now enabled on the captive portal for user authentication on the Alcatel-Lucent managed device. For
user authentication, use the internal captive portal that is initiated from the managed device. A new parameter
captive has been added to the IPv6 captive portal session ACL:

(host) [md] (config)#ipv6o user alias controller 6 svc-https captive

The captive portal authentication, customization of pages, and other attributes are same as IPv4.

You can configure captive portal over IPv6 (similar to IPv4) using the WebUI or CLI. For more information on
configuration, see Configuring Captive Portal in the Base Operating System on page 319.

Working with IPv6 RAs

AOS-W enables the managed device to send RA in an IPv6 network. Each host auto generates a link local
address when you enable ipv6 on the host. The link local address allows the host to communicate between the
nodes attached to the same link.

This section contains the following topics:

m  Configuring an IPv6 RAon aVLAN
m  Configuring Optional Parameters for RAs

m |Pv6 RA Proxy

The IPv6 stateless autoconfiguration mechanism allows the host to generate its own addresses using a
combination of locally available information and information advertised by the routers. The host sends a
router solicitation multicast request for its configuration parameters in the IPv6 network. The source address
of the router solicitation request can be an IP address assigned to the sending interface, or an unspecified
address if no address is assigned to the sending interface.

The routers in the network respond with an RA. The RAs can also be sent at periodic intervals. The RA contains

the network part of the Layer 3 IPv6 address (IPv6 Prefix). The host uses the IPv6 prefix provided by the RA; it
generates the universally unique host part of the address (interface identifier), and combines the two to derive
the complete address. To establish continuous connectivity to the default router, the host starts the neighbor

reachability state machine for the router.

AOS-W uses Radvd, an open source Linux IPv6é RA daemon maintained by Litech Systems Design.

You can perform the following tasks on the managed device to enable, configure, and view the IPv6 RA status
on a VLAN interface:
m Configure IPv6 RAon aVLAN
m Configure Optional Parameters for RA
e Configure neighbor discovery reachable time
e Configure neighbor discovery retransmit time
e Configure RADNS
e Configure RA hop-limit
e Configure RAinterval
e Configure RA lifetime
e Configure RA managed configuration flag
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HOTE

e Configure RAMTU

e Configure RA other configuration flag
e Configure RA Preference

e Configure RA prefix

o View IPv6 RA Status

Configuring an IPv6 RA on a VLAN

You must configure the IPv6 RA functionality on a VLAN for it to send solicited or unsolicited RAs on the IPv6
network. You must configure the following for the IPv6 RA to be operational on a VLAN:

= |Pv6 global unicast address
m enable [Pv6 RA
m |Pv6 RA prefix

e The advertised IPv6 prefix length must be 64 bits for the stateless address autoconfiguration to be operational.
e You can configure up to three IPv6 prefixes per VLAN interface.

e Each IPv6 prefix must have an on-link interface address configured on the VLAN.

e Ensure you configure the upstream routers to route the packets back to Alcatel-Lucent managed device.

You can use the WebUI or CLI to configure the IPv6 RA on a VLAN.

In the WebUI
To configure the IPv6 RA on a VLAN:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > VLANs tab.
2. Select a VLAN name under the VLANS table.
3. Select the corresponding VLAN ID from the VLANs <name> table and click the IPv6 tab.
4. To configure an IPv6 global unicast address, follow the steps below:
a. Expand the IP Address Assignment accordion.
b. Enable Use Static addresses. IPV6 addresses table appears.
c. Click + in IPV6 addresses.

d. Inthe Add New IPV6 addresses pop-up, select Global unicast for Address Type. Enter the IPV6
address and select the Use EUI-64 Format check box, if applicable. Click OK.

5. To enable an IPv6 RA on a VLAN, select the Router advertisements (ra) check box under Neighbor
Discovery accordion.

6. To configure an IPv6 RA prefix for a VLAN, follow the steps below:
a. Click + in the RA prefixes table in the Neighbor Discovery accordion.
b. Enter avalue in the IPv6 RA field.
c. Click OK.
You can add up to three IPv6 prefixes per VLAN interface.
7. Click Submit.
8. Click Pending Changes.
9. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following commands to configure RA on a VLAN:
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host
host
host
host

[md](config) #interface vlan <vlanid>
[md](config-subif)#ipv6 address <prefix>/<prefix-length>
[md](config-subif)#ipv6 nd ra enable
[md](config-subif)#ipv6 nd ra prefix X:X:X:X::X/64

oo o

Configuring Optional Parameters for RAs

In addition to enabling the RA functionality, you can configure the following IPv6 neighbor discovery and RA
options on a VLAN:

Neighbor discovery reachable time - the time, in milliseconds, that a node assumes a neighbor is reachable
after receiving a reachability confirmation.

Neighbor discovery retransmit time - the time, in milliseconds, between retransmitted Neighbor Solicitation
messages.

RA DNS - the IPv6 recursive DNS Server for the VLAN.

| | e On Linux systems, clients must run the open rdnssd daemon to support the DNS server option.

e Windows 7 does not support the DNS server option.

HOTE

m  RAhop-limit - the IPv6 RA hop-limit value. It is the default value to be placed in the Hop Count field of the
IP header for outgoing (unicast) IP packets.

m RAinterval - the maximum and minimum time interval between sending unsolicited multicast RA from the
interface, in seconds.

m RAlifetime - the lifetime associated with the default router in seconds. A value of zero indicates that the
router is not a default router and will not appear on the default router list. The router lifetime applies only
to the router's usefulness as a default router; it does not apply to information contained in other message
fields or options.

m  RAmanaged configuration flag (Enable DHCP for address) - a flag that indicates that the hosts can use the
DHCP server for address autoconfiguration besides using RAs.

m RAMTU - the MTU that all the nodes on a link use.

m RAother configuration flag (Enable DHCP for other information - a flag that indicates that the hosts can use
the administered (stateful) protocol for autoconfiguration of other (non-address) information.

m RApreference - the preference associated with the default router.

You can use the WebUI or CLI to configure these options.

Itis recommended that you retain the default value of the RA interval to achieve better performance.
HOTE
| If you enable RAs on more than 100 VLAN interfaces, some of the interfaces may not send out the RAs at regular
R intervals.
In the WebUI

To configure the optional parameters:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces >VLANs tab.
2. Select a VLAN name under the VLANSs tab.
3. Select the corresponding VLAN ID from the VLANs <name> table and click IPv6 tab.
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4. Expand the Neighbor Discovery accordion and configure the following neighbor discovery and RA
options for the VLAN based on your requirements:

a. Select the RA advertisements(ra) check box to enable RA advertisements.

b. Enter avalue in the Reachable time (ms) field. The allowed range is 0-3,600,000 msec. The default
value is zero.

c. Enter avalue in the Retransmit time(ms) field. The allowed range is 0-3,600,000 msec. The default
value is zero.

d. Enter a hop-limit value in the RA hop limit field. The allowed range is 1-255. The default value is 64.

e. Enter avalue in the RA interval minimum (sec) and RA interval maximum (sec) fields. Allowed
range is 3-0.75 times the maximum RA interval value in seconds. The default minimum value is 0.33
times the maximum RA interval value

f. Enter avalue in the RA lifetime (sec) field. A value of zero indicates that the router is not a default
router. Apart from a zero value, the allowed range for the lifetime value is the RA interval time to 9,000
seconds. The default and minimum value is three times the RA interval time.

g. Click + in RA Prefixes, enter IPV6 RA and IPV6 RA Prefix. Click OK.

h. Click + in the Recursive DNS servers field, and enter a DNS IPV6 address in the Add
DNS Server pop-up. Click OK.

i. Select Enabled from the DHCP for address drop-down list to enable the hosts to use the DHCP
server for address autoconfiguration apart from any addresses auto configured using the RA.

j. Enter avalue in the RA MTU option field. The allowed range is 1,280-maximum MTU allowed for the
link.

k. Click DHCP for other info check box to enable the hosts to use the DHCP server for
autoconfiguration of other (non-address) information.

. Select the Router preference as High, Medium, or Low.
5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI
Execute the following CLI commands to configure the neighbor discovery and RA options for a VLAN interface:

To configure neighbor discovery reachable time:

(host) [md] (config) #interface vlan <vlan-id>
(host) [md] (config-subif)#ipv6 nd reachable-time <value>

To configure neighbor discovery retransmit time:

(host) [md] (config-subif)#ipv6 nd retransmit-time <value>

To configure IPv6 recursive DNS server:

(host) [md] (config-subif)#ipv6 nd ra dns X:X:X:X::X

To configure RA hop-limit:

(host) [md] (config-subif)#ipvé nd ra hop-limit <value>

To configure RA interval:

(host) [md] (config-subif)#ipv6 nd ra interval <value> <min-value>

To configure RA lifetime:

(host) [md] (config-subif)#ipv6 nd ra life-time <value>
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To enable hosts to use DHCP server for stateful address autoconfiguration:

(host) [md] (config-subif)#ipv6é nd ra managed-config-flag

To configure MTU for RA:

(host) [md] (config-subif)#ipv6 nd ra mtu <value>

To enable hosts to use DHCP server for other non-address stateful autoconfiguration:
(host) [md] (config-subif)#ipv6 nd ra other-config-flag

To specify a router preference:

(host) [md] (config-subif)#ipv6 nd ra preference [High | Low | Medium]

To view the IPv6 RA status on the VLAN interfaces:

(host) [md]#show ipv6 ra status

IPv6 RA Proxy

An IPv6 network deployment typically has one or more upstream routers to delegate IPv6 prefixes through RA
to clients. When a client connects to the network, it would begin with sending Router Solicitations or DHCP
IPv6 requests. In case of SLAAC using RA where clients sends Router Solicitations, upstream routers can either
respond with unicast (L2 or L3) RA or with multicast RA. Whenever a new client joins the network, a unicast or a
multicast RA is sent to from the router to the client. If it is a multicast packet then existing clients also receive
the RA, which results in increasing the traffic. Starting from AOS-W 8.1, this issue is addressed by enabling IPv6
proxy RA to snoop incoming unsolicited RA and Router Solicitations packets.

You can enable IPv6 RA proxy using the WebUI or CLI.

In the WebUI
To configure IPv6 RA proxy settings:
1. In the Managed Network node hierarchy, navigate to the Configuration > Services > Firewall tab.
2. Expand the Global Settings accordion.
3. Select IPV6 Proxy RA check box.
4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to configure an interval for proxy RA:
(host) [md] (config) #ipvé proxy-ra interval

Execute the following command to enable the proxy RA:

(host) [md] (config) #ipv6 proxy-ra

Execute the following command to view the status of the IPv6 proxy RA:

(host) #show ipvé6 ra proxy
IPv6 RA Proxy status: enabled
IPv6 RA Proxy interval: 600
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Centralized Licensing Support for IPv6

AOS-W now supports centralized licensing architecture in IPv6 network also, where a local Switch containing
IPv4 or IPv6 address acts as the license client and communicates with the license server containing IPv6
address to obtain the available licenses. The centralized licensing information is sent between license server
and license client through heartbeat messages based on UDP. With the introduction of IPv6 address support,
the heartbeat messages between the license server and license client must use IPv6 address as source and
destination IP address.

HOTE

The license server now supports both IPv4 and IPv6 address clients. However, you cannot configure both IPv4 and
IPv6 addresses and must configure either IPv4 address or IPv6 address as license server IP address.

Associating Mobility Master or Stand-alone Switch to External License Server

You can associate one or more stand-alone controllers or Mobility Masters to an external license server,
allowing the Switch or Mobility Master to obtain licenses from a license pool on that external server. If Mobility
Master connects to a license server, that Mobility Master then acts a proxy license server, distributing licenses
to the managed devices that are part of the root licensing pool on the Mobility Master server.

If you use an external license server, all primary and backup Mobility Master servers, and standalone Switches
must be able to communicate with the external license server. Managed devices associated to Mobility Master
do not need connectivity with the license server.

You can connect one or more stand-alone controllers or Mobility Masters to an external license server in the
following scenarios:

m Single Mobility Master and Local Switch in IPv6 Network

= Single Mobility Master and Local Switch in Mixed Network

= Multiple Mobility Masters in IPv6 network

= Multiple Mobility Masters in Mixed Network

Single Mobility Master and Local Switch in IPv6 Network

The centralized licensing feature is supported in a single Mobility Master that acts as a centralized license server
configured with IPv6 Switch IP address. A local Switch works as a license client that is configured with IPv6
controller IP address as shown in the following table:

Table 22: Mobility Master and Local Switch in IPv6 matrix

License heartbeat
Compatible transport from client to
master

License Server Licenses from Mobility

Controller IP Master

IPv4 + IPv6 address IPv4 + IPv6 address Yes IPv6 address

Single Mobility Master and Local Switch in Mixed Network

The CFGM process of the License Manager upgrades the Mobility Master license server from IPv4 to IPv6
address before the Mobility Master license client IP address is upgraded to IPv6 address. The license server can
have both IPv4 and IPv6 Switch IP addresses while the license client can have IPv4 Switch IP address only as
shown in the following table:
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Table 23: Mobility Master and Local Switch in IPv4 IPv6 matrix

License heartbeat

Licen rver Licen from Mobili . .
cense Serve censes fro obility Compatible transport from client to
Controller IP Master
master
IPv4 address only IPv4 address only Yes IPv4 address
IPv4 + IPv6 address IPv4 address only Yes IPv4 address

The License Manager supports IPv6 address only when you configure IPv4 address of the managed device. If no
license server IP address is configured, the license client uses either IPv4 or IPv6 address of license server based on
master IPv4 or master IPv6 address.

Multiple Mobility Masters in IPv6 network

The centralized licensing feature is now supported for multiple Mobility Masters where a single Mobility Master
acts as a license server that is configured with the IPv6 address of the Switch. The remaining Mobility Masters
act as relay servers that support configuration of IPv6 license server IP addresses pointing to the IPv6 license
server as shown in the following table:

Table 24: Multiple Mobility Masters in IPv6 matrix

License
heartbeat
transport from
license relay
server to license
server

License Relay License Relay
Server License Server Controller Compatible
Server IP IP

License Server

Controller IP

IPv4 + IPv6 address IPv6 address only IPv4 + IPv6 address Yes IPv6 address

The relay servers and their license client Switches follow single Mobility Master and local IPv6 support network.

Multiple Mobility Masters in Mixed Network

The centralized licensing feature for multiple Mobility Masters in a mixed network is supported in the following
scenarios:

m  When the license server is configured with IPv4 address of Switch, the remaining Mobility Masters acting as
relay servers can only work with IPv4 license server. However, the relay server itself can have IPv4 or IPv6
Switch IP configured.

m  When the license server is configured with IPv6 address of Switch, the remaining Mobility Masters acting as
relay servers can work with IPv4 license server; and the relay server itself can have IPv4 or a combination of
IPv4 and IPv6 Switch IP configured.

The following table describes the scenarios:
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Table 25: Multiple Mobility Masters in IPv4 IPv6 matrix

License
. . heartbeat
. License Relay License Relay
License Server . . transport from
Server License Server Controller Compatible .
Controller IP license relay
Server IP IP -
server to license
server
IPv4 address only IPv4 address only IPv4 + IPv6 address Yes IPv4 address
IPv4 + IPv6 address IPv4 address only IPv4 + IPv6 address Yes IPv4 address

You can associate Mobility Master or stand-alone Switch to an external license server by using the WebUI or
CLI.

In the WebUI

1. Before you begin, access the command-line interface Mobility Master and remove any unnecessary
license pool profiles. For details, see In the CLI on page 137.

2. From the Mobility Controller configuration node on a standalone Switch, or from the Mobility Master
configuration node for a Mobility Master, navigate to Configuration > License page.

3. Inthe License Management option, select External license server radio button.
The External License Server fields are displayed.

4. Select either IPv4 or IPv6 radio button based on your preference.

5. Inthe IP address field, enter the IPv4 or IPv6 address of the external license server.
6. Click Submit to save your changes.

In the CLI

To associate Mobility Master with an external license server, run the no license-pool-profile <profile>
command from the Mobility Master (mm) configuration node to remove any local license pools. Then, run the
license server-ip<ip-addr> | <ipv6-addr> command to define the external server.

For example:

(host) [mm] (config) #no license-pool-profile /USA/southwest
(host) [mm] (config) #no license-pool-profile /USA/northeast
(host) [mm] (config) #no license-pool-profile /APAC/India
(host) [mm] (config) #no license-pool-profile /USA/Beijing
(host) [mm] (config) #license server-ip 2002:6

To view license usage details for standalone Switches or Mobility Master servers connected to an external
licensing pool, run the show license-usage client command.

To associate a standalone Switch to an external license server, run the license server-ip<ip-addr> | <ipv6-
addr> command to define the external server.

For example:

(host) [mm] (config) #license server-ip 10.1.1.91

IPsec Support

IPsec support is enhanced to accommodate IPv6 which includes overlay networks across IPv4 and IPv6 |Psec
Tunnels. IPsec is the base for security features like Site-to-Site VPNs, CPsec, Remote AP, and Master-Local
deployments. The control plane handles the configuration of these features and translation to IPsec SA. The
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data plane handles encryption or decryption, encapsulation or decapsulation, tunneling, session setup,
management, and routing of IPsec data.

Prior to this release only Global Unicast, Unique Local Unicast, and Link Local subnets were supported. Starting
from AOS-W 8.2.0.0, there is no limitation on the range that can configured for IPv6 IPsec Site-to-Site, and this
enhancement has been extended to all platforms.

Starting from AOS-W 8.1.0.0, IKEv2 or IPsec support is extended to IPv6 for the following topologies:
m  Mobility Master-Managed Devices on page 138

m  Control Plane Security (Tunnel Mode and D-Tunnel Mode) on page 142

m Remote AP (Tunnel Mode and D-Tunnel Mode) on page 143

m  Remote AP (Split-Tunnel Forwarding Mode) on page 144

m Site-to-Site Crypto Map (Tunnel Mode and Transport Mode) on page 144

Mobility Master-Managed Devices

This topology is used to secure all control plane traffic exchanged between Mobility Master and a managed
device. This is specifically used by CFGM process to push configuration from Mobility Master to the managed
device.

While configuring IPv6 local and master addresses, assign and use an IPv4 or IPv6 address to accommodate all
the other applications. For example, License Manager listens on IPv4 or IPv6 address that gets accommodated
by Mobility Master- Managed Devices IPv6 deployment. For information on centralized licensing for both IPv4
and IPv6 addresses, license types, usage, and license installation, see ArubaOS Licensing Guide.

This section contains the following topics:

m  Configuring the Mobility Master IPv6 Address on page 138

m  Configuring IPv4 or IPv6 Address for PSK Authentication on page 139

m  Configuring IPv4 or IPv6 Address for Certificate-Based Authentication on page 140

m  Monitoring and Managing Master Local IPv6 Settings on page 140

Configuring the Mobility Master IPv6 Address

You can configure the master IPv6 address used for PSK authentication on the managed device, using the
WebUI and CLI.

The initial IPv6 masteripv6 configuration on local needs to be done using the CLI. Once configured, any change in
E masteripvé can be done through WebUI or CLI. This change in masteripv6 should remain in the same IP address
NOTE family. Change from masteripv6 to masterip (vice-versa) requires a write erase on the managed device.

In the WebUI
Execute the following steps in the WebUI to configure the master IPv6 address for PSK authentication:

. Inthe Managed Network node hierarchy, navigate to the Configuration > Controllers menu.
. Select a Switch from the Controllers table.

. Select PSK from the Authentication drop-down list.

. Enter the Mobility master IPV4 address, Mobility master IPV6 address, and Passphrase.

. Click Submit.

. Click Pending Changes.

N oo N -

. Inthe Pending Changes window, select the check box and click Deploy changes.
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In the CLI

Execute the following command in the CLI to configure the master IPv6 address for PSK authentication:

(host) [md] (config) #masteripvé6 <masteripvé>
ipsec <key> [fgdn <local-fgdn>] [interface|{vlan <id>}] [masteripv4d <masteripvi>]

You can configure the master IPv6 address used for certificate-based authentication on the managed device.

In the WebUI

Execute the following steps in the WebUI to configure the master IPv6 address for certificate-based
authentication:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Controllers menu.
2. Select a Switch from the Controllers table.
3. Select Certificate from the Authentication drop-down list.
4. Select Custom/Factory from the Certificate type drop-down list.
5. Enter the Mobility master IPV4 address and Mobility master IPV6 address.
6. Click Submit.
7. Click Pending Changes.
8. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI

Execute the following command in the CLI to configure the master IPv6 address for certificate-based
authentication:

(host) [myd] (config) #masteripvé <masteripv6>
ipsec-custom-cert master-mac-1l-c <mac-1-c> ca-cert <ca> server-cert [fgdn-v <local-fgdn-v>]
[interface-c {uplink-v <uplink-v> | vlan-c <id-c>] masteripv4 {fgdn-v|interface-
clmasteripv4d|suite-b} siute-b {fgdn-v|interface-c|masteripv4|suite-b}
ipsec-factory-cert master-mac-1 <MAC> [fgdn-c <local-fgdn-c>] [interface-v {uplink-v
<uplink-v> | vlan-c <id-c>] [master-mac-2 <MAC>] [masteripv4 <masteripv4>]

AOS-W reboots the managed device when the primary IPv6 address is changed on the managed device. However, a

NoT change in the secondary IPv6 address does not require a reboot of the managed device.

Configuring IPv4 or IPv6 Address for PSK Authentication

On Mobility Master, you can configure the IPv4 or IPv6 address of the managed device, to be used for PSK
authentication:

In the WebUI

Execute the following steps in the WebUI to configure the IPv6 address of the managed device for PSK
authentication:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Controllers menu.
2. Click + under Local Controllers IPSec Keys table.
3. Select IPSec Key from the Authentication drop-down list.

4. Enter the Local controller IPv4, Local controller IPv6 address, and the IPSec key in the Add New
IPsec Controller table.

5. Retype the IPsec key.

6. Click Submit.

7. Click Pending Changes.

8. In the Pending Changes window, select the check box and click Deploy changes.
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In the CLI

Execute the following command in the CLI to configure the IPv6 address of the managed device for PSK
authentication:

(host) [mynode] (config) #localipv6 <local-switch-ipvé6> ipsec <pre-shared-key> localipv4 <local-
switch-ipv4>

You can configure the certificate-based authentication on the managed device.

Configuring IPv4 or IPv6 Address for Certificate-Based Authentication

On Mobility Master, you can configure the IPv4 or IPv6 address of the managed device, to be used for
certificate-based authentication:

In the WebUI

Execute the following steps in the WebUI to configure the IPv6 address of the managed devices for certificate-
based authentication:

. In the Mobility Master node hierarchy, navigate to the Configuration > Controllers menu.
. Click + in the Local Controllers IPSec Keys table.

. Select Certificate from the Authentication drop-down list.

. Enter the Mac address of the managed device.

. Select Factory from the Certificate type drop-down list.

. Click Submit.

. Click Pending Changes.

. Inthe Pending Changes window, select the check box and click Deploy changes.

00O NN Ol M WON =

In the CLI

Execute the following steps in the CLI to configure certificate-based authentication on the managed device:

(host) [mynode] (config) #local-custom-cert local-mac <MAC> ca-cert <ca-cert-name> server-cert
<server-cert-name>

Monitoring and Managing Master Local IPv6 Settings

Execute the following command in the CLI, on Mobility Master to check the ipv6 address of the managed
device:

(host) [mynode] (config) #show localipv6
Local Switches configured by Local Switch IPv6

Switch IPv6 address of the Local Corres IPv4 address of the Local Key

2002::1 1.1.1.1 * ok Kk ok kKK

Execute the following command in the CLI to check the IKE SA:

(host) [mynode] #show crypto isakmp sa
ISAKMP SA Active Session Information

Initiator IP Responder IP Flags Start Time Private IP

Initiator IP Responder IP Flags Start Time Private IP
2002::1 2002::3 r-v2-p Dec 4 15:15:31 -

Flags: i = Initiator; r = Responder

m = Main Mode; a = Agressive Mode; v2 = IKEv2

p = Pre-shared key; c¢ = Certificate/RSA Signature; e = ECDSA Signature
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x = XAuth Enabled; y = Mode-Config Enabled; E = EAP Enabled
3 = 3rd party AP; C = Campus AP; R = RAP; Ru = Custom Certificate RAP;
I = IAP

V = VIA; S = VIA over TCP
Total ISAKMP SAs: 1

Execute the following command in the CLI to check the IPsec SA:

(host) [mynode] #show crypto ipsec sa
IPSEC SA (V2) Active Session Information

Initiator IP Responder IP SPI (IN/OUT) Flags Start Time Inner IP

2002::1 2002::3 cdb5f100/d533c500 T2 Dec 4 14:53:42 -
Flags: T = Tunnel Mode; E = Transport Mode; U = UDP Encap

L = L2TP Tunnel; N = Nortel Client; C = Client; 2 = IKEv2

Total IPSEC SAs: 1

Execute the following command in the CLI to retrieve the statistics of communication between Mobility Master
and the managed device:

(host) [mynode] #show master-local stats 2002::1
Missed -> HB Reqg from Local (s)

IP Address HB Req HB Resp Cfg Terminate Peer Reset Total Missed

32.2.0.0 35155 35155 0 0 0

0 Pending

Execute the following command in the CLI to check the progress of the configuration update:

(host) [mynode] #show switches state [complete]|incomplete]|inprogress|required]

(host) [mynode] (config) #show switches state complete
All Switches

IP Address IPv6 Address Name Location Type Model Version
1.1.1.1 2002::1 abhi vmc 61.122 Buildingl.floorl LC VMC-TACTICAL 8.0.0.0-svcs-
ctrl 0000

Status Configuration State Config Sync Time (sec) Config ID

up UPDATE SUCCESSFUL 0 22

Total Switches:1

(host) [mynode] (config) #show switches state incomplete
All Switches

IP Address IPv6 Address Name Location Type Model Version Status Configuration State

Config Sync Time (sec) Config ID

Total Switches:0

(host) [mynode] (config) #show switches state inprogress
All Switches

IP Address IPv6 Address Name Location Type Model Version Status Configuration State
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Config Sync Time (sec) Config ID

Total Switches:0

(host) [mynode] (config) #show switches state required
All Switches

IP Address IPv6 Address Name Location Type Model Version Status Configuration State

Config Sync Time (sec) Config ID

Total Switches:0

Control Plane Security (Tunnel Mode and D-Tunnel Mode)

CPsec feature enables communication between an IPsec enabled AP (in CPsec mode) and a Managed device.
The configuration traffic between the Managed device and AP (in CPsec mode) is routed through an IPsec
tunnel, whereas the client traffic served by the AP is communicated to the Managed device in clear. Heartbeats
go in a GRE tunnel, even though they are locally generated.

To enable a range of IPv6 addresses for an AP can terminate on a Managed device, see Enabling a Range of
IPv6 Addresses on page 142.

Enabling a Range of IPv6 Addresses

An AP can terminate on a Managed device, if Auto Cert Provisioning is enabled in the CPsec profile or if a range
of IPv6 addresses are enabled under CPsec profile, and if Auto Cert Provisioning is disabled.

You can enable a range of IPv6 addresses using the WebUI or CLI.

In the WebUI

Execute the following steps in the WebUI to enable a range of IPv6 addresses:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > System > CPSec tab.
2. Click Control Plane Security accordion.

3. Click the Enable CPSEC toggle switch.

4. Click the Enable auto Cert Provisioning toggle switch.

5. Click the Only accept APs from specified ranges toggle switch.

6. Click + in the Address ranges for Auto Cert Provisioning table.

7. Enter the Start address (Ipv4/lpv6) and End address (IPv4/IPv6) in the New Address Range
dialogue box.

8. Click OK.

9. Click Submit.

10. Click Pending Changes.
11. In the Pending Changes window, select the check box and click Deploy changes.
In the CLI

Execute the following command in the CLI to enable a range of IPv6 addresses:

(host) [md] (config) #control-plane-security
(host) [md] (Control Plane Security Profile) #auto-cert-allowed-addrs <startvé6> <endvé>
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Execute the following command in the CLI to accept cert-provisioning for all the IPv6 addresses:

(host) [md] (config) #control-plane-security
(host) [md] (Control Plane Security Profile) #auto-cert-allow-all

You can check if the CPsec is enabled by executing the following command:
(host) [md] (Control Plane Security Profile) #show control-plane-security

Remote AP (Tunnel Mode and D-Tunnel Mode)

An AP terminating with an IPv6 address can be provisioned as a Remote AP using certs only. IPv6 L2TP pool is
provisioned to assign IPv6 inner-ip address to AP. When a configuration request is initiated, the AP requests for
IPv6 inner IP as the peer switch-ip.

In this release, only certificate-based Remote AP in forward-mode and decrypt mode tunnel is supported.

NOTE

For information on provisioning inner IP address to OAW-RAP, see Provisioning an Inner IPvé Address to a
Remote AP on page 143.

Provisioning an Inner IPv6 Address to a Remote AP

You can provision an inner IPv6 address to a OAW-RAP, by configuring L2TP IPv6 Pool address range using the
WebUI or CLI.

In the WebUI

Execute the following steps in the WebUI to provision an inner IPv6 address to a Remote AP, by configuring
L2TP IPv6 Pool address range:

. In the Mobility Master node hierarchy, navigate to the Configuration > Services > VPN tab.
. Expand the General VPN accordion.

. Click + in the Address Pools table.

. Enter the Pool Name, Start address, and End address in the Add New Address Pool table.
. Click Submit.

. Click Pending Changes.

. Inthe Pending Changes window, select the check box and click Deploy changes.

N oo N -

In the CLI
Execute the following command in the CLI to provision an inner IPv6 address to a Remote AP, by configuring
L2TP IPv6 Pool address range:

(host) [mynode] (config) #ipvé local pool <pool name v6> <pool start addressvé> <pool end
addressv6>

Execute the following command in the CLI to view the total number of IPs in each pool and the IPs assigned
from each pool:
(host) [mynode] (config) #show vpdn 12tp local pool

Execute the following command in the CLI to view the pools configured:
(host) [mynode] (config) #show vpdn 12tp configuration

Execute the following command in the CLI to provision an inner IPv6 address to a Remote AP, by configuring
remote-ipv6 address in the whitelist DB entry:

(host) [mynode] (config) #whitelist-db rap add mac-address <mac address> ap-group <ap_group>
remote-ipv6 <remote ipv6>
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Remote AP (Split-Tunnel Forwarding Mode)

The Remote AP supports IPv6 clients in split-tunnel forwarding mode in a VAP profile. The STA in split-tunnel
forwarding mode receives IPv6 address through RA (Router Advertisement) or DHCPv6 from the corporate
network, and the Switch forwards the traffic to the destination. Hence, AP datapath forwards the corporate
traffic to the managed device over the GRE tunnel (split tunnel), and the Remote AP forwards the remaining
traffic locally by using stateful source NAT. The traffic from STA is split based on the configured user role and
session ACL applied to the STA.

For information on enabling the split-tunnel forwarding mode under VAP profile, see Understanding Split
Tunneling on page 831.

Since Remote APs do not work on an IPv6 cluster, split-tunnel forwarding mode is not supported in an IPv6 cluster

NoT e deployment.
Site-to-Site Crypto Map (Tunnel Mode and Transport Mode)
AVPN consists of multiple remote peers transmitting private data securely to one another over an unsecured
network, such as the Internet. Site-to-site VPNs use tunnels to encapsulate data packets within normal IP
packets for forwarding over |P-based networks; encryption ensures that privacy and authentication to ensure
integrity of data. Listed below are the types of deployments supported in this release:
= |Pv6 networks over IPv6 IPsec tunnel
m |Pv6 networks over IPv4 IPsec tunnel
m |Pv4 networks over IPv6 IPsec tunnel
m |Pv4 and IPv6 networks over IPv4 IPsec tunnel
m |Pv4 and IPv6 networks over IPv6 IPsec tunnel
m Static IPv6 Route to IPsec crypto-map
m |P compression support for IPv6 inner traffic
All IPv6 IPsec crypto maps are supported with IKE version v2 only.
HOTE

This section contains the following topics:

m  Configuring Site-to-Site VPN on page 144

m Adding a New IPv6 Static Route on page 145

m  Associating a PSK on page 145

m Associating a Certificate Based Authentication on page 146

m  Monitoring and Managing Site-to-Site Settings on page 146

m |P Compression Support for IPv6 Traffic Inside an IPsec Tunnel on page 148

Configuring Site-to-Site VPN

You can configure a site-to-site VPN protecting IPv6 networks over an IPv6 IPsec tunnel using the WebUI or
CLI.

In the WebUI

Execute the following steps in the WebUI to configure a site-to-site VPN protecting IPv6 and IPv4 networks
over an IPv6 IPsec tunnel:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Services > VPN tab.
2. Expand the Site to Site accordion.
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HNOTE

3. Click + in the IPSec Maps table.

4. Enter the IPV6 source network, IPV6 source prefix, IPV6 destination network, IPV6 destination
prefix, Peer gateway v4 or v6 details in the Create New IPSec table.

5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command in the CLI to configure a site-to-site VPN protecting IPv6 networks over an
IPv6 IPsec tunnel:

(host) [mynode] (config) #crypto-local ipsec-map <map name> <priority>
version v2
peer-ipv6 <IPv6 address>
vlian 1
src-net-ipv6 <IPv6 address> <Prefix length>
dst-net-ipv6 <IPv6 address> <Prefix length>
src-net <IPv4 address> <mask>
dst-net <IPv4 address> < mask>

Adding a New IPv6 Static Route

You can add a new IPv6 static route to an existing crypto-map using the WebUI or CLI.

In the WebUI
Execute the following steps in the WebUI to add a new IPv6 static route to an existing crypto-map:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces > IP Routes
tab.

2. Expand the IP Routes accordion.

3. Click + in the IP Routes table. Select IPV6 for IP version.

4. Select Using Forwarding Router Address from the Forwarding settings drop-down list.
5. Click Submit.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command in the CLI to add a new IPv6 static route to an existing crypto-map:
(host) [md] (config) #ipv6 route <ipv6-network/prefix> ipsec <name>

Associating a PSK

You can associate a PSK to the site-to-site crypto-map using the WebUI or CLI.

Hex based PSKis supported.

In the WebUI
Execute the following steps in the WebUI to associate a PSK to the site-to-site crypto-map:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Services > VPN tab.
2. Expand the Site to Site accordion.
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3. Click + in the IPSec Maps table and enter the following details in the Create New Ipsec table.
a. Select Text-Based or Hex-based from the Representation type drop-down list.
b. Enter the IKE shared secret and Retype shared secret.

4. Click Submit.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy Changes.

In the CLI

Execute the following command in the CLI to associate a pre-shared-key to the site-to-site crypto-map:

(host) [md] (config) #crypto-local isakmp key <key> addressv6 <IPv6 address> <prefix length>

(host) [md] (config) #crypto-local isakmp key-hex <key> addressv6 <IPv6 address> <prefix
length>

E Hex based PSKis supported.

HNOTE

Associating a Certificate Based Authentication

You can configure certificate based authentication for the site-to-site crypto-map using the WebUI or CLI.
In the WebUI
Execute the following steps in the WebUI to associate a PSK to the site-to-site crypto-map:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Services > VPN tab.
2. Expand the Site to Site accordion.
3. Click + in the IPSec Maps table and enter the following details in the Create New Ipsec table.
a. Select Certificate from the Authentication method drop-down list.
b. Select values for Server certificate and CA certificate from the drop-down list.
c. Enter avalue for the Peer certificate subject name field.
4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command in the CLI to associate a PSK to the site-to-site crypto-map:

(host) [md] (config) #crypto-local ipsec-map <map name> <priority>
(host) [md] (config) #set ca-certificate <ca-certificate>
(host) [md] (config) #set server-certificate <server-certificate>

If you configure your Mobility Master to use IKEv2 and custom-installed certificates, you can optionally use Suite-B
E cryptographic algorithms for IPsec encryption. Select either gcm-128 Use 128-bit AES-GCM Suite-B encryption or
NOTE gcm-256 Use 256-bit AES-GCM Suite-B encryption.

Monitoring and Managing Site-to-Site Settings

Execute the following command in the CLI to view the ISAKMP for an IPv6 peer:
(host) [md] #show crypto isakmp sa peer v6 2002::1

Initiator IP: 2002::1

Responder IP: 2002::3

Initiator: No

Initiator cookie:4ab9d9805ebl6f73 Responder cookie:93flcddbecOee92b
SA Creation Date: Fri Dec 4 23:14:33 2015

Life secs: 28800
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Initiator Phasel ID: 2002::1

Responder Phasel ID: 2002::3

Exchange Type: IKE SA (IKEV2)

Phasel Transform:EncrAlg:AES128 HashAlg:HMAC SHAl 96 DHGroup:2
Authentication Method: Pre Shared Key

IPSEC SA Rekey Number: 1

Ipsec-map name: default-local-master-ipsecmap2002::1

Execute the following command in the CLI to view the IPsec SA for an IPv6 peer:

(host) [md] #show crypto ipsec sa peer v6 2002::1
Initiator IP: 2002::1

Responder IP: 2002::3

Initiator: No

SA Creation Date: Sat Dec 5 00:50:01 2015

Life secs: 7200

Exchange Type: IKE SA (IKEV2)

Phase2 Transform:Encryption Alg: 3DES Authentication Alg: SHAL
Encapsulation Mode Tunnel

IP Compression Disabled

PFS: no

IN SPI: 1C514500, OUT SPI: 14F61800

Ipsec-map name: default-local-master-ipsecmap2002::1
Responder IP: 2002::3

Execute the following command in the CLI to view IKE transports:

(host) [md] #show crypto isakmp transports

transport 0x33cfb40 flags 0 refcnt 1

UDP-NATT Transport: fd 11 ikev2-id: 0 src 1.1.1.10:4500 dst 1.1.1.4:4500
transport 0x2b3d660 flags 0 refcnt 1

UDP-500 Transport: fd 10 ikev2-id:0 src 1.1.1.10:500 dst 1.1.1.4:4500
transport 0x3292bb0 flags 0 refcnt 1

transport 0x298ea20 flags 1 refcnt 1

UDP-NATT Transport: fd 11 ikev2-id:0 src 0.0.0.0:4500 dst *:0
transport 0x298e940 flags 1 refcnt 1

UDP-500 Transport: fd 10 ikev2-id:0 src 0.0.0.0:500 dst

Execute the following command in the CLI to view IPv6 Switch address:
(host) [md] #show crypto isakmp stats

Switch IP =1.1.1.10

Main Mode Initiator exchanges started/completed = 0/0

Main Mode Responder exchanges started/completed = 0/0

Aggr Mode Initiator exchanges started/completed = 0/0

Aggr Mode Responder exchanges started/completed = 104034/0

Quick Mode Initiator exchanges started/completed = 0/0

Quick Mode Responder exchanges started/completed = 0/0

XAuth Typel Responder exchanges started/completed = 0/0

XAuth Type2 Responder exchanges started/completed = 0/0

XAuth Authentication Pass/Fail = 0/0

Mode-Config Responder exchanges started/completed = 0/0

Mode-Config Authentication Pass/Fail = 0/0

XAuth Protocol Errors Bad-Packets/Quick-mode-fail = 0/0

IP Pool Alloc/Free/Free-NoSa Alloc-Error/Free-Error = 0/0/0/0/0
IP External Pool Alloc/Alloc-Error = 0/0

Authentication State Errors No-SA/No-Msg/No-Exch = 0/0/0

Auth Msgs Regs/Rcvd/AP-Down/Idle-timeout/IP-down = 0/0/0/0/0

Auth Msg Errors Not-Ready/Regs-Throttled/IP-UP-err/Recv-err/Rcv-NoState = 0/0/0/0/0
IKE->Auth Msgs IP-up/IP-down = 0/0
Cert-Revocation Msgs Regs/Rcvd/Pass/Revoked = 0/0/0/0

Cert-Revocation Msg Errors Regs-Throttled/Send-err/Recv-err/Rcv-NoState = 0/0/0/0

UDB Msgs Regs-Throttled/Reg-sent/Reg-send-errors/Resp-rcvd/Rcv-NoState = 0/0/0/0/0

ACR License Msgs Request/Delete/Reg-errors/Resp-rcvd/Resp-error = 0/0/0/0/0 Allow/Fail 0/0
Limit:1000
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Execute the following commands in the CLI to clear IPsec and ISAKMP state security associations:

(host) [md] (config) #clear crypto isakmp sa peer v6 <>
(host) [md] (config) #clear crypto ipsec sa peer v6 <>

IP Compression Support for IPv6 Traffic Inside an IPsec Tunnel

Support for IP Compression is extended to IPv6 traffic inside an IPsec tunnel to minimize the size of the
packets crossing a public network where ISP charges are calculated based on the number of bytes transferred.

IP Compression is supported for IPv6 trafficin an IPv4 IPsec Tunnel as well as IPv6 IPsec Tunnel.

Execute the following command in the CLI to enable or disable IP compression per crypto-map:

(host) [md] (config) #crypto-local ipsec-map test 9988
(host) [md] (config-submode) #ip-compression
(host) [md] (config-submode)#no ip-compression

Execute the following command in the CLI to verify if IP compression is enabled at the global level:

(host) [md] (config) #show crypto-local isakmp disable-ipcomp
IP Compression is Enabled

RADIUS Over IPv6

AOS-W provides support for RADIUS authentication server over IPv6. You can configure an IPv6 host or specify
an FQDN that can resolve to an IPv6 address for RADIUS authentication. The RADIUS server is in IPv4 mode by
default. You must enable the RADIUS server in IPv6 mode to resolve the specified FQDN to IPv6 address.

You can only configure the global IPv6 address as the host for the Radius server in IPv6 mode.

HOTE

You can configure the IPv6 host for the RADIUS server using the WebUI or CLI.

In the WebUI
To configure an IPv6 host for a RADIUS server:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

2. Select a server name from the Server Groups table.
3. Select a server name with the server type as RADIUS from All Servers table, to view the server details.
4. To enable the RADIUS server in IPv6é mode click Enable IPv6 check box, in the Server Options table.

5. To configure an IPv6 host for the selected RADIUS server, specify an IPv6 address or an FQDN in the IP
address/hostname field.

6. Click Submit.

7. Click Pending Changes.

8. In the Pending Changes window, select the check box and click Deploy changes.
To configure an IPv6 address for the NAS-IP:

1. Specify an IPv6 address in the NAS IPv6 field.

2. Click Submit.

3. Click Pending Changes.

4. In the Pending Changes window, select the check box and click Deploy changes.
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NOTE

In the CLI
You must enable the enable-ipv6 parameter to configure the RADIUS server in IPv6 mode.

(host) [mynode] (config) #aaa authentication-server radius IPv6
(host) [mynode] (RADIUS Server "IPv6") #enable-ipv6

Configure an IPv6 address as the host for RADIUS server using the following command:
(host) [mynode] (RADIUS Server "IPv6") #host <ipv6-address>

The <host> parameter can also be a FQDN that can resolve to an IPv6 address.

To resolve FQDN, you must configure the DNS server name using the ip name-server <ip4addr>command.

You can configure an IPv6 address for the NAS-IP parameter using the following CLI command:

(host) [mynode] (RADIUS Server "Ipv6") #nas-ip6 <IPv6 address>

You can configure an IPv6 address for the Source Interface parameter using the following CLI command:
(host) [mynode] (RADIUS Server "Ipv6") # source-interface vlan <vland-id> ip6addr <ip6addr>
Use the following CLI command to configure an IPv6 address for the global NAS IP which the managed device
uses to communicate with all the RADIUS servers:

(host) [mynode] (config) #ipv6é radius nas-ip6 <IPv6 address>

You can also configure an IPv6 global source-interface for all the RADIUS server requests using the following
commands:

(host) [mynode] (config) #ipv6 radius source-interface loopback
(host) [mynode] (config) #ipvé6 radius source-interface vlan <vlan-id> <ipé6addr>

Radius Accounting for IPv6 Clients

Customers can now monitor bandwidth usage by clients or hosts with IPv6 addresses, over RADIUS protocol.
The Framed-IPv6-Address attribute is used in accounting start, stop, and interim packets. A host can have
multiple IPv6 addresses and all of them are tracked to check the usage, for billing purpose.

AOS-W provides support for TACACS authentication server over IPv6. You can configure the global IPv6
address as the host for TACACS authentication using the WebUI or CLI.

In the WebUI

To configure the global IPv6 address:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.
2. Select a server name from the Server Groups table.
3. Select a server name with the server type as TACACS from All Servers table, to view the server details.

4. To configure an IPv6 host for the selected server, specify an IPv6 address in the IP address/hostname
field, in the Server Options table.

5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.
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In the CLI

To configure the global IPv6 address:

(host) [mynode] (config) #aaa authentication-server tacacs IPv6
(host) [mynode] (TACACS Server "IPv6") #host <ipv6-address>

DHCPv6 Server

The DHCPv6 server enables network administrators to configure stateful or stateless options and manage
dynamic IPv6 users connecting to a network. You can also configure domain name server using DHCPv6.

This section contains the following topics:

m DHCP Lease Limit on page 150

m  Configuring DHCPv6 Server on page 152

m  Enabling DHCPv6 Relay on page 154

m  Domain Name Server on page 155

m Redirect DNS Server on page 155

You can configure IPv6 pools with various configurations such as lease duration, DNS server, vendor specific
options, and user defined options using DHCPv6. You can also exclude IPv6 addresses from subnets. Managed
Device IPv6 addresses, VLAN interface IPv6 addresses, and DNS server addresses are excluded from use by
default.

Similar to DHCPv4, a DHCPv6 server pool is associated with a VLAN only through the IPv6 address configured
in that VLAN interface. AVLAN interface can have a maximum of three global unicast addresses, but only one
DHCPv6 pool.

DHCPv6 server supports stateless configuration of clients with options apart from the network addresses
described in RFC 3736.

Points to Remember

m Similar to IPv4, the default router configuration is not required for IPv6 pools as IPv6-compliant routers will
send RAs. The RA source address will be the default-gateway for the clients.

m  AOS-W does not support Hospitality feature on DHCPv6.

DHCP Lease Limit
From AOS-W 8.2.0.0, the DHCP lease limits for OAW-40xx Series Switches have changed.

The following table provides the maximum number of DHCP leases (both v4 and v6) supported per platform:

There is a new enforcement to the existing DHCP limit during configuration.

Table 26: DHCP Lease Limits and Additional DHCP Scope

Additional

AUl LT ol 8 DHCP Lease Limits | DHCP Scope Using

Platform Lease Limits in
Previous Releases

in AOS-W 8.2.0.0 CLI Command
Option

Virtual Mobility Master 512 N/A N/A
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Additional

Recommended DHCP DHCP Lease Limits | DHCP Scope Using

Platform Lease Limits in
Previous Releases

in AOS-W 8.2.0.0 CLI Command

Option
Virtual Mobility Switch - 32 512 N/A N/A
Virtual Mobility Switch - 50 1024 N/A N/A
Virtual Mobility Switch - 250 2048 N/A N/A
Virtual Mobility Switch - 1K 4096 N/A N/A
OAW-4005 Switch 512 1024 2048
OAW-4008 Switch 512 1024 2048
OAW-4010 Switch 1024 2048 4096
OAW-4024 Switch 1024 2048 2048
OAW-4030 Switch 2048 4096 4096
OAW-4450 Switch 4096 N/A N/A
OAW-4550 Switch 5120 N/A N/A
OAW-4650 Switch 10240 N/A N/A
OAW-4750 Switch 15360 N/A N/A
OAW-4750XM Switch 15360 N/A N/A

For information on configuring or verifying additional DHCP scope, see the following topics:

m  Configuring Additional DHCP Scope on page 151

m Verifying Additional DHCP Scope on page 151

Configuring Additional DHCP Scope

From AOS-W 8.2.0.0, you can increase the DHCP lease limits to twice that of the user limits in OAW-4005, OAW-
4008, and OAW-4010 Switches using the CLI. There is no WebUI option to configure the additional scope.

Execute the following command on a OAW-4005, OAW-4008, or OAW-4010Switch to configure additional
DHCP scope that is twice the user limit:

(host) (config) #ip dhcp increase-lease-limit

Verifying Additional DHCP Scope

Starting from AOS-W 8.2.0.0, the output of the show ip dhcp statistics command is enhanced to show a
warning if the DHCP lease limit of a OAW-4005, OAW-4008, or OAW-4010 Switch is increased beyond the user
limit.

Execute the following show command on a OAW-4005, OAW-4008, or OAW-4010 Switch to view the DHCP
lease limit statistics:

(host) (config) #show ip dhcp statistics

DHCPv4 disabled; DHCPv6 disabled
DHCP Pools
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Network Name Type Active Configured leases Active leases Free leases Expired leases

Abandoned leases
Current leases 0
Total leases 2048

DHCP lease limit increased beyond user limit. Some of the controller's services may be impacted.

CAUTION

HNOTE

HNOTE

HOTE

To make a DHCPv6 pool active, ensure that the pool name is added in vlan interface.

Configuring DHCPv6 Server

You must enable the global DHCPv6 knob for the DHCPv6 functionality to be operational. You can enable and
configure DHCPv6 server using the WebUI or CLI.

In the WebUI
To configure DHCPv6 server:

1. In the Managed Network node hierarchy, navigate to the Configuration > Services > DHCP tab.
2. Select the IPv6 DHCP Server check box to enable DHCPv6 globally.
3. If there are addresses that should not be assigned in the subnetwork:

a. Under IPv6 Excluded Address Range table, click + to create a list of IPv6 excluded address.

b. Enter the excluded IPv6 address range in IPv6 excluded range and click Submit. The specified
address range gets added to the IPv6 Excluded Address list box. The starting IP address in the Exclude
Address Range should always contain a unique value, if the IP address is already present, then the
existing IP address is replaced with a new one, and a warning is displayed.

4. Under Pool Configuration, click + to create a new DHCP server pool or click Edit to modify an existing
DHCP server pool.

To enable the DHCPv6 Server functionality on an interface, select the IP Interfaces tab, edit the VLAN interface, and
select a DHCP pool from the drop-down list under the DHCP server section. Ensure that the IP version of the VLAN
interface is IPv6.

5. Select IPv6 from the IP version drop-down list to create a DHCPv6 pool.
6. Enter a name in Pool name to configure an IPv6 pool name.
7. Enter an IPv6 address in DNS servers to configure an IPv6 DNS server.

To configure multiple DNS servers, enter the IPv6 addresses separated by space.

8. Enter a value in Domain name to configure the domain name.
9. Enter a value for Preference.

10. Enter the number of days, hours, minutes, and seconds in Lease days, Lease hours, Lease
minutes, and Lease seconds to configure the lease time. The default value is 12 hours.

11. Specify an IPv6 prefix in Network IP address to configure an IPv6 network.

| IPv6 Support AOS-W 8.6.0.0 | User Guide



HNOTE

12. Enter the following details under Option to configure client specific DHCPv6 options.
13. Under Option, click + to configure client specific DHCPv6 options.

a. Specify the option code in Option.

b. Select IP or text from the IP/Text drop-down list.

¢. Enter avaluein Value. If you selected /P in step b, then you must enter a valid IPv6 address in this
field.

d. Click OK.
14. Click Submit.
15. Click Pending Changes.
16. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

To enable the DHCPV6 service you can use the following command:
(host) [md] (config)#service dhcpvé

To configure a domain name server, execute the following commands:

(host) [md] (config)#ipv6 dhcp pool <pool-name>
(host) [md] (config-dhcpv6)#dns-server <ipvé6-address>

To configure a domain name, use the following command:

(host) [md] (config-dhcpvé)#domain-name <domain>

To configure DHCPv6 lease time, use the following command:

(host) [md] (config-dhcpv6)#lease <days> <hours> <minutes> <seconds>
The default value is 12 hours.

To configure a DHCP network, use the following command:

(host) [md] (config-dhcpv6)#network <network-prefix>

To configure a client specific option, use the following command:

(host) [md] (config-dhcpv6)#option <code> [ip <ipvé6-address> | text <string>]
To configure DHCP server preference, use the following command:

(host) [md] (config-dhcpvé6) #preference <value>

To enable DHCPv6 Server functionality on an interface, use the following command:

(host) [md] (config) #interface vlan <vlan-id>
(host) [md] (config-subif) #ipvé6 dhcp server <pool-name>

The configured DHCPv6 pool subnet must match the interface prefix for DHCPv6 Server to be active.

To configure the IPv6 excluded address range for the DHCPV6 server, use the following command:
(host) [md] (config)#ipvé dhcp excluded-address <low-address> [<high-address>]

You can view the DHCPvV6 server settings, statistics, and binding information using the CLI.

To view the DHCPv6 database, use the following command:

(host) [md] #show ipv6 dhcp database

You can also view the DHCPv6 database for a specific pool, use the following command:

(host) [md] #show ipv6 dhcp database [pool <pool-name>]
(host) [md] #show ipv6 dhcp database pool DHCPv6
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To view the DHCPv6 binding information, use the following command:
(host) [md]# show ipvé dhcp binding

To clear all the DHCPv6 bindings, use the following command:

(host) [md] # clear ipvé dhcp binding

To view the DHCPvV6 server statistics, use the following command:
(host) [md] (config) #show ip dhcp statistics

To view the DHCPvV6 active pools, use the following command:

(host) [md] #show ipv6 dhcp active-pools

Enabling DHCPv6 Relay

The DHCPv6 relay agent enhances the DHCP relay agent by providing support in an IPv6 network. The
DHCPv6 relay agent passes messages between the DHCPv6 client and the DHCPv6 server, this is similar to the
way DHCP relay agent supports an IPv4 network.

Starting from AOS-W 8.2.0.0, you can configure DHCPv6 relay on a vlan interface.
You can configure DHCPv6 relay using the WebUI or CLI.

In the WebUI
To configure DHCPv6 relay:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > VLANSs tab.
2. Select a VLAN from the VLANS table.

3. Under Vlan Ids, select the VLAN ID number.

4. Navigate to the IPv6 tab for the selected VLAN ID.

5. Expand the DHCP Server accordion.

6. Select DHCP Relay from the DHCP setting drop-down list.

. To add DHCP helpers for the VLAN, click + in the DHCP helpers accordion. Specify the following
information in the pop-up window that appears:

~

m TheIPv6 address of the DHCPv6 server or any other relay agent to which the Mobility Master relays the
DHCPv6 packets.

m The source IPv6 address of the VLAN if more than one IPv6 address is configured.
8. Click OK.

9. Click Submit.

10. Click Pending Changes.

11. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to configure the DHCPv6 server relay agent:

(host) [mynode] (config) # ipv6 helper-address <address> source <srcaddr>

Execute the following command to view the helper address configured for a vlan:

(host) # show interface vlan <id>
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Domain Name Server

Network devices on the internet use an IP address to route your request to the site you are trying to reach.
Once you connect through a Domain Name Server it manages a database that maps domain names to IP
addresses and routes your query to the next appropriate server.

Starting from AOS-W 8.2.0.0, IPv6 DNS server configuration is also supported in addition to IPv4.

You can configure Domain Name Server using the WebUI or CLI.

In the WebUI
To configure Domain Name Server:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > System > General tab.

2. Expand the Domain Name System accordion.

3. Select the IPv4 and IPv6 check boxes next to Enable DNS name resolution parameter to allow the
user to enable or disable IPv4 and IPv6 DNS lookup.

4. To add a DNS Server, click + in the DNS Servers table. A pop-up window appears. Specify the
appropriate values in New DNS Server window and click OK.

5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

To enable the IPv6 Domain Name System hostname translation for clients, use the following command:
(host) [mynode] (config) #ipv6 domain lookup

To configure the IPv6 address of the domain name server, use the following command:

(host) [mynode] (config) #ipv6 name-server X:X:X:X::X

To view the domain name and server, use the following command:

(host) [mynode] #show ip domain-name

Redirect DNS Server

The redirect DNS server feature allows redirecting all DNS queries matching the corporate domain to a
corporate DNS server. The DNS queries not matching the corporate domain are sent to the configured public
DNS servers. You can configure corporate domain and corresponding DNS server in IPv4 or IPv6 profile. AOS-
W allows configuring up to three servers for a particular domain.

You can enable and configure Redirect DNS server using the WebUI or CLI.

In the WebUI
To configure Redirect DNS server:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > System > General tab.
2. Expand the Domain Name System accordion.
3. Click the Redirect DNS toggle switch to enable this option.
4. To add a new Redirect DNS Server, click + in the Domains to Redirect table.
5. Inthe New Redirect DNS Server window:
a. Enter a Domain name.
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b. Select the IP version.
c. Enter the IPv4 or IPv6 address.
6. Click Submit.
7. Click Pending Changes.
8. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

To enable Redirect DNS server, use the following command:

(host) [mynode] (config) #ip domain redirect

To configure the IPv4 redirect DNS server with a domain name, use the following command:
(host) [mynode] (config) #ip domain-redirect <domain-name> <server-ip>

For example:

(host) [mynode] (config) #ip domain-redirect arubanetworks.com 192.0.2.1

To configure the IPv6 redirect DNS server with domain name, use the following command:
(host) [mynode] (config) #ipv6 domain-redirect <domain-name> <server-ipv6>
For example:

(host) [mynode] (config) #ipv6 domain-redirect arubanetworks.com 2000::1

To view the domain name and server, use the following command:

(host) [mynode] #show ip domain-name

Understanding AOS-W Supported Network Configuration for IPv6
Clients

AOS-W provides wired or wireless clients using IPv6 addresses with services such as firewall functionality, layer-
2 authentication, and, with the installation of the PEFNG, identity-based security. The Managed Device does
not provide routing or NAT to IPv6 clients (see Understanding |IPv6 Exceptions and Best Practices on page
163).

Supported Network Configuration

Clients can be wired or wireless and use IPv4 and/or IPv6 addresses. An external IPv6 router is recommended
for a complete routing experience (dynamic routing). You can use the WebU| or CLI to display IPv6 client
information.

Managed Device can be configured with both IPv4 and IPv6 client addresses on the same VLAN.

Understanding the Network Connection Sequence for Windows IPv6 Clients

This section describes the network connection sequence for Windows Vista or XP clients that use IPv6
addresses, and the actions performed by the AP and the Managed Device.

1. The IPv6 client sends a Router Solicit message through the AP. The AP passes the Router Solicit message
from the IPv6 client through the GRE tunnel to the Managed Device.

2. The Managed Device removes the 802.11 frame and creates an 802.3 frame for the Router Solicit
message.

a. The Managed Device authenticates the user, applies firewall policies, and bridges the 802.3 frame to
the IPv6 router.

b. The Managed Device creates entries in the user and session tables.

| IPv6 Support AOS-W 8.6.0.0 | User Guide



3. The IPv6 router responds with a Router Advertisement message.

4. The Managed Device applies firewall policies, then creates an 802.11 frame for the RA message. The
Managed Device sends the RA through the GRE tunnel to the AP.

5. The IPv6 client sends a Neighbor Solicitation message.

6. The IPv6 router responds with a Neighbor Advertisement message.

7. |1f the DHCP is required to provide IPv6 addresses, the DHCPv6 process is started.
8. The IPv6 client sends data.

Understanding AOS-W Authentication and Firewall Features that
Support IPv6

This section describes AOS-W features that support IPv6 clients. This section includes the following
information:

Understanding Authentication on page 157

Working with Firewall Features

Understanding Firewall Policies

m Understanding DHCPv6 Passthrough or Relay

Understanding Authentication

This release of AOS-W only supports 802.1X authentication for IPv6 clients. You cannot configure Layer-3
authentications to authenticate IPv6 clients.

Table 27: IPv6 Client Authentication

Authentication Method Supported for IPv6 Clients

802.1X Yes

Stateful 802.1X (with non-Alcatel- Yes

Lucent APs)

Local database Yes

Captive Portal Yes

VPN Yes

xSec No (not tested)
MAC-based Yes

You configure 802.1X authentication for IPv6 clients in the same way as for IPv4 client configurations. For
more information about configuring 802.1X authentication on the Mobility Master, see 802.1X Authentication

on page 259.

E This release does not support authentication of management users on IPv6 clients.
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Working with Firewall Features

If you installed a PEFNG license in the Mobility Master, you can configure firewall functions for IPv6 client
traffic. While these firewall functions are identical to firewall functions for IPv4 clients, you need to explicitly
configure them for IPv6 traffic. For more information about firewall policies, see Understanding Global Firewall

Parameters on page 492.

Voice-related and NAT firewall functions are not supported for IPv6 traffic.

Table 28: /Pv6 Firewall Parameters

Parameter Description

Monitor Ping Attack
(per 30 seconds)

Number of ICMP pings per 30 second, which if exceeded, can indicate a DoS attack.
Valid range is 1-16384 pings per 30 seconds.

Recommended value is 120.

Default: No default

rate (per 30 seconds)

Monitor TCP SYN Attack

Number of TCP SYN messages per 30 second, which if exceeded, can indicate a
DosS attack. Valid range is 1-16384 pings per 30 seconds.

Recommended value is 960.

Default: No default

Monitor IP Session
Attack (per 30 seconds)

Number of TCP or UDP connection requests per 30 second, which if exceeded, can
indicate a DoS attack. Valid range is 1-16384 requests per 30 seconds.
Recommended value is 960.

Default: No default

Deny Inter User
Bridging

Prevents the forwarding of Layer-2 traffic between wired or wireless users. You can
configure user role policies that prevent Layer-3 traffic between users or networks
but this does not block Layer-2 traffic. This option can be used to prevent traffic,
such as Appletalk or IPX, from being forwarded.

Default: Disabled

Deny All IP Fragments

Drops all IP fragments.

NOTE: Do not enable this option unless instructed to do so by an Alcatel-Lucent
representative.

Default: Disabled

Enforce TCP Handshake
Before Allowing Data

Prevents data from passing between two clients until the three-way TCP handshake
has been performed. This option should be disabled when you have mobile clients
on the network, as enabling this option will cause mobility to fail. You can enable
this option if there are no mobile clients on the network.

Default: Disabled

Prohibit IP Spoofing

Enables detection of IP spoofing (where an intruder sends messages using the IP
address of a trusted client). When you enable this option, IP. and MAC addresses
are checked for each ARP request or response. Traffic from a second MAC address
using a specific IP address is denied, and the entry is not added to the user table.
Possible IP spoofing attacks are logged and an SNMP trap is sent.

Default: Disabled

Prohibit RST Replay
Attack

When enabled, closes a TCP connection in both directions if a TCP RST is received
from either direction. You should not enable this option unless instructed to do so
by an Alcatel-Lucent representative.

Default: Disabled
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Table 28: /Pv6 Firewall Parameters

Parameter Description

Session Mirror Destination (IPv4 address or managed device port) to which mirrored session
Destination packets are sent. You can configure IPv6 flows to be mirrored with the session ACL
mirror option. This option is used only for troubleshooting or debugging.
Default: N/A
Session Idle Timeout Set the time, in seconds, that a non-TCP session can be idle before it is removed

from the session table. Specify a value in the range 16-259 seconds. You should
not set this option unless instructed to do so by an Alcatel-Lucent representative.
Default: 30 seconds

Per-packet Logging Enables logging of every packet if logging is enabled for the corresponding session
rule. Normally, one event is logged per session. If you enable this option, each
packet in the session is logged. You should not enable this option unless instructed
to do so by an Alcatel-Lucent representative, as doing so may create unnecessary
overhead on the managed device.

Default: Disabled (per-session logging is performed)

IPv6 Enable Enables IPv6 globally.

You can configure attack rates and the session timeout for IPv6 traffic using the WebUI or CLI.

In the WebUI
To configure the firewall function using the WebUI:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Services > Firewall tab.
2. Expand the Global Setting accordion.

3. Under the IPv6 column, enter the following;

m Enter avalue for Monitor ping attack (per 30 sec).

m Enter avalue for Monitor IP sessions attack (per 30 sec).

= Enter avalue for Monitor TCP SYN attack rate (per 30 sec).

4. Click Submit.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

To configure firewall functions using the command line interface, issue the following commands in config
mode:

(host) [mynode] (config)#ipv6e firew all attack-rate ping 15
(host) [mynode] (config)#ipv6 firewall attack-rate session 25
(host) [mynode] (config)#ipv6 firewall session-idle-timeout 60

Understanding Firewall Policies

A user role, which determines a client’s network privileges, is defined by one or more firewall policies. A firewall
policy consists of rules that define the source, destination, and service type for specific traffic, and whether you
want the managed device to permit or deny traffic that matches the rule.
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You can configure firewall policies for IPv4 traffic or IPv6 traffic, and apply IPv4 and IPv6 firewall policies to the
same user role. For example, if you have employees that use both IPv4 and IPv6 clients, you can configure
both IPv4 and IPv6 firewall policies and apply them both to the “employee” user role.

The procedure to configure an IPv6 firewall policy rule is similar to configuring a firewall policy rule for IPv4
traffic, but with some differences. Table 29 describes the required and optional parameters for an IPv6 firewall

policy rule.

Table 29: /Pvé6 Firewall Policy Rule Parameters

Parameter | Description

Source Source of the traffic:
(required) m any: Acts as a wildcard and applies to any source address.
m user: This refers to traffic from the wireless client.
m host: This refers to traffic from a specific host. When this option is chosen, you must configure
the IPv6 address of the host. For example, 2002:d81f:f9f0:1000:c7e:5d61:585c:3ab.
m network: This refers to a traffic that has a source IP from a subnet of IP addresses. When you
chose this option, you must configure the IPv6 address and network mask of the subnet. For
example, 2002:ac10:fe:: ffff.ffff:ffff:..
m alias: This refers to using an alias for a host or network.
NOTE: This release does not support IPv6 aliases. You cannot configure an alias for an IPv6 host or
network.
Destination | Destination of the traffic, which you can configure in the same manner as source.
(required)
Service NOTE: VolIP services are unavailable for IPv6 policies.
(required) Type of traffic:
m any: This option specifies that this rule applies to any type of traffic.
m tcp: Using this option, you configure a range of TCP ports to match the rule to be applied.
m udp: Using this option, you configure a range of UDP ports to match the rule to be applied.
m service: Using this option, you use one of the pre-defined services (common protocols such as
HTTPS, HTTP, and others) as the protocol to match the rule to be applied. You can also specify a
network service that you configure by navigating to the Configuration > Advanced Services >
Stateful Firewall > Network Services page.
m protocol: Using this option, you specify a different layer 4 protocol (other than TCP or UDP) by
configuring the IP protocol value.
Action The action that you want the managed device to perform on a packet that matches the specified
(required) criteria.
m permit: Permits traffic matching this rule.
m drop: Drops packets matching this rule without any notification.
NOTE: The only actions for IPv6 policy rules are permit or deny; in this release, the managed device
cannot perform NAT or redirection on IPv6 packets. You can specify options such as logging,
mirroring, or blacklisting (described below).
Log Logs a match to this rule. This is recommended when a rule indicates a security breach, such as a
(optional) data packet on a policy that is meant only to be used for voice calls.
Mirror Mirrors session packets to a datapath or remote destination specified in the IPv6 firewall function
(optional) (see Table 29). If the destination is an IP address, it must be an IPv4 IP address.
Queue The queue in which a packet matching this rule should be placed. Select High for higher priority
(optional) data, such as voice, and Low for lower priority traffic.
Time Range | Time range for which this rule is applicable. You configure time ranges in the Configuration >
(optional) Security > Access Control > Time Ranges page.
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Table 29: /Pv6 Firewall Policy Rule Parameters

Parameter | Description

Black List Automatically blacklists a client that is the source or destination of traffic matching this rule. This
(optional) option is recommended for rules that indicate a security breach where the blacklisting option can be
used to prevent access to clients that are attempting to breach the security.

TOS Value of ToS bits to be marked in the IP header of a packet matching this rule when it leaves the
(optional) managed device.

802.1p Value of 802.1p priority bits to be marked in the frame of a packet matching this rule when it leaves
Priority the managed device.

(optional)

The following example creates a policy ipv6-web-only that allows only web (HTTP and HTTPS) access for IPv6
clients and assigns the policy to the user role “web-guest."

NOTE

The user role web-guest can include both IPv6 and IPv4 policies, although this example only shows configuration of
an IPv6 policy.

This section describes the following topics:

m Creating an IPv6 Firewall Policy on page 161

m  Assigning an IPv6 Policy to a User Role on page 162

Creating an IPv6 Firewall Policy

You can create an IPv6 firewall policy using WebUI or CLI.

In the WebUI
Follow the procedure below to create an IPv6 firewall policy using the WebUI.

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Roles & Policies >
Policies tab.

2. Click + to create a new policy.
3. Enter ipv6-web-only for the Policy name.
4. To configure a firewall policy, select Session for Policy type.
5. Click Submit.
6. Select the ipv6-web-only policy.
7. Click + in the Policy > ipv6-web-only Rules table.
8. Select Access Control option in the Rule Type field and click OK.
9. Select IPv6 from the IP version drop-down list.
10. Select Network from the Source drop-down list and enter the following values:
a. For IPv6 address, enter 2002:d81f:f9f0:1000::.
b. For IPv6é Netmask, enter 64 as the prefix-length.
c. For Service/app, select Service from the drop-down list.
d. For Service alias, select svc-http from the drop-down list.
e. Click Submit.
11. Click + Policy > ipv6-web-only Rules table to add a rule that allows HTTPS traffic.
12. Select Access Control option in the Rule Type field and click OK.
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NOTE

a. Under IP Version column, select IPv6.

b. Select Network from the Source drop-down list.

c. For IP, enter 2002:d81f:f9f0:1000::.

d. For Netmask, enter 64 as the prefix-length.

e. Under Service/app, select Service from the drop-down list.
f. Select sve-https from the scrolling list.

g. Click Submit.

Rules can be reordered using the up and down arrow buttons provided for each rule.

13. Click Pending Changes.
14. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

To create an IPv6 firewall policy using the CLI, issue the following commands in config mode:
(host) [md] (config)#ip access-list session ipv6-web-only
(host) [md] (config-submode) #ipv6 network 2002:d81f:£9f0:1000::/64 any svc-http permit
(host) [md] (config-submode) #ipv6 network 2002:d81f:£f9f0:1000::/64 any svc-https permit
Assigning an IPv6 Policy to a User Role

You can assign an IPv6 policy to a user role using WebUI or CLI.

In the WebUI

To assign an IPv6 policy using the WebUI:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Roles & Policies > Roles
tab.

. Click + to create a new user role.

. Enter web-guest in the Name field.

. Click Submit.

. Select web-guest role.

. Click Show Advanced View.

. Click + in Roles > web-guest table.
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. Select Add an existing session policy option, in the New Policy popup.

9. Select a policy from the Policy name drop-down list.

10. Click Submit.

11. Click Pending Changes.

12. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

To assign an IPv6 policy to a user role via the CLI, issue the following command in config mode:

(host) [md] (config)#user-role web-guest
(host) [md] (config-submode) #access-1list session ipvé6-web-only position 1
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Understanding DHCPv6 Passthrough or Relay

The managed device forwards DHCPv6 requests from IPv6 clients to the external IPv6 router. On the external
IPv6 router, you must configure the managed device’s IP address as the DHCP relay. You do not need to
configure an IP helper address on the managed device to forward DHCPv6 requests.

The IPv6 best practices are provided below:

m Ensure that you enable IPv6 globally.
m  The uplink port must be trusted. This is the same behavior as IPv4.
m Ensurethat the validuser session ACL does not block IPv6 traffic.

m There must not be any ACLs that drop ICMPv6 or DHCPV6 traffic. It is acceptable to drop DHCPvV6 traffic if
the deployment uses SLAAC only.

m |f an external device provides RA:
e Itis not recommended to advertise too many prefixes in RA.

e The managed device supports a maximum of four IPv6 user entries in the user table. If a client uses
more than four IPv6 addresses at a time, the user table is refreshed with the latest four active entries
without disrupting the traffic flow. However, this may have some performance impact.

m Enable BCMC Optimization under interface VLAN to drop any random IPv6 multicast traffic. DHCPv6, ND,
NS, and RA traffic are not dropped when you enable this option.

It is recommended to enable BCMC Optimization only if mDNS traffic is not used in the network, as mDNS traffic

R gets dropped if this option is enabled.

m  While selecting a source address, the number of common bits between each source address in the list, is
checked from the left most bit. This is followed by selection of the source address that has the maximum
number of matching bits with the destination address. If more than one source addresses has the same
number of matching bits with the destination address, the kernel selects that source address that is most
recently configured on the system. It is essential that the administrator or user configures the network
appropriately, if a particular VLAN interface needs to be selected as the source. For example, in case of
802.1X authentication the administrator or user can configure the source interface appropriately so that it
is selected for authentication process. For more information on IPv6 source address selection, see RFC
3848.

m Ensure that support for IPv6 Unique Local Address is added to enable configuring authentication-server
hosts.
AOS-W does not support the following functions for IPv6 clients:

m The managed device offers limited routing services to IPv6 clients, so it is recommended to use an external
IPv6 router for a complete routing experience (dynamic routing).

m VoIP ALG is not supported for IPv6 clients.

m |Pv6 Auto configuration and IPv6 Neighbor Discovery mechanisms does not apply to IPv6 tunnels.

m  Tunnel Encapsulation Limit, Tunnel-group, and MTU discovery options on IPv6 tunnels are not supported.

»  When the show upgrade managed-devices status copy all command is executed after a managed
device is upgraded, only the IPv4 address is displayed.
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Chapter 8
OSPFv2

OSPFv2 is a dynamic Interior IGP based on IETF RFC 2328. The OSPF uses the shortest or fastest routing path.
Alcatel-Lucent's implementation of OSPFv2 allows Alcatel-Lucent Mobility Master and managed devices to
deploy effectively in a Layer 3 topology. Alcatel-Lucent Mobility Master and managed devices can act as default
gateway for all clients and forward user packets to the upstream router. The OSPF on the Mobility Master can
be used to redistribute branch routes into corporate OSPF domain. The information on this chapter is in the
following sections:

m Understanding OSPF Deployment Best Practices and Exceptions on page 164

m Understanding OSPFv2 by Example using a WLAN Scenario on page 165

m  Understanding OSPFv2 by Example using a Branch Scenario on page 166

m  Configuring OSPF on page 168
m Exporting VPN Client Addresses to OSPF on page 168

m Sample Topology and Configuration on page 169

Understanding OSPF Deployment Best Practices and Exceptions

OSPF is a robust routing protocol addressing various link types and deployment scenarios. The Alcatel-Lucent
implementation applies to two main use cases; WLAN Scenarios and Branch Scenario.

m  OSPF is disabled by default.

m Alcatel-Lucent Mobility Master supports only one OSPF instance.

m Convergence takes between 5 and 15 seconds.

m All area types are supported.

m  Multiple configured areas are supported.

m  An Alcatel-Lucent Mobility Master can act as an ABR.

m  OSPF supports VLAN and GRE tunnel interfaces.

m To run OSPF over IPsec tunnels, a Layer 3 GRE tunnel is configured between two routers with GRE
destination addresses as the inner address of the IPsec tunnel. OSPF is enabled on the Layer 3 GRE tunnel
interface, and all of the OSPF control packets undergo GRE encapsulation before entering the IPsec tunnels.

The default MTU value for a Layer 3 GRE tunnel in an Alcatel-Lucent Mobility Master is 1100. When running
OSPF over a GRE tunnel between an Alcatel-Lucent Mobility Master and another vendor's router, the MTU
values must be the same on both sides of the GRE tunnel.

The following table provides information on the maximum OSPF routes supported for various platforms:

Table 30: Maximum OSPF Routes

Platform Branches Routes
OAW-4005 4K 4K
OAW-4008 4K 4K
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NOTE

Platform Branches Routes

OAW-4550 8K 8K
OAW-4650 16K 16K
OAW-4750 32K 32K

Below are some guidelines regarding deployment and topology for this release of OSPFv2.

m Inthe WLAN scenario upstream router, configure only the interface connected to the stand-alone Switch or
the managed device in the same area. This will minimize the number of local subnet addresses advertised by
the upstream router to the stand-alone Switch or the managed device.

m Use the upstream router as the designated router for the link or interface between the stand-alone Switch
or the managed device and the upstream router.

m The default MTU value for a Layer 3 GRE tunnel in an Alcatel-Lucent Mobility Master, managed device or
stand-alone Switch is 1100. When running OSPF over a GRE tunnel between an Alcatel-Lucent device and
another vendor's router, the MTU values must be the same on both sides of the GRE tunnel.

m Do not enable OSPF on any uplink or WAN interfaces on the managed device. Enable OSPF only on the
Layer 3 GRE tunnel connecting the Mobility Master.

m Use only one physical port in the uplink VLAN interface that is connecting to the upstream router. This will
prevent broadcasting the protocol PDUs to other ports and hence limit the number of adjacencies on the
uplink interface to only one.

Understanding OSPFv2 by Example using a WLAN Scenario

In the WLAN scenario, the Alcatel-Lucent Mobility Master acts as a default gateway for all the clients, and talks
to one or two upstream routers for redundancy. Mobility Master advertises all the user subnet addresses as
stub addresses to the routers via LSAs.

Totally stub areas see only default route and to the areas themselves.

WLAN Topology

Mobility Master(Figure 17) is configured with VLAN 10 and VLAN 12 as user VLANs. These VLANs have clients
on the subnets, and Mobility Master is the default router for those clients. VLAN 4 and VLAN 5 both have OSPF
enabled. These interfaces are connected to upstream routers (Router 1 and Router 2). The OSPF interface cost
on VLAN 4 is configured lower than VLAN 5. The IDs are:

m Alcatel-Lucent managed device— 40.1.1.1

= Router 1—50.1.1.1

m Router2—60.1.1.1
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Figure 17 WLAN OSPF Topology
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Based on the cost of the uplink interface, the default route from one of the upstream routers is installed in the
FIB by the routing information base or route table manager (RIB or RTM) module.

WLAN Routing Table
View the Mobility Master routing table using the show ip route command:
(host) [mynode] #show ip route

Codes: C - connected, O - OSPF, R - RIP, S - static
M - mgmt, U - route usable, * - candidate default

Below is the routing table for Router 1:

(routerl) #show ip route

0 10.1.1.0/24 [1/0] via 4.1.1.1
0] 12.1.1.0/24 [1/0] via 4.1.1.1
C 4.1.1.0 is directly connected, VLAN4

Below is the routing table for Router 2:

(router2) #show ip route

0 10.1.1.0/24 [2/0] via 5.1.1.1
0 12.1.1.0/24 [2/0] via 5.1.1.1
C 5.1.1.0 is directly connected, VLANS

Understanding OSPFv2 by Example using a Branch Scenario

The branch office scenario has a number of remote branch offices with managed devices talking to a central
office via a Mobility Master using site-to-site VPN tunnels or IPsec tunnels. The central office Mobility Master is
in turn talking to the upstream routers (see ). In this scenario, the default route is normally pointed to the
uplink router, in many cases the ISP. Configure the area as stub so that inter-area routes are also advertised
enabling the managed device in the branch office to reach the corporate subnets.

Branch Topology

All the OSPF control packets exchanged between the managed devices and Mobility Master undergo GRE
encapsulation before entering the IPsec tunnels. The managed devices in the branch offices advertise all the
user subnet addresses to Mobility Master as stub addresses in router LSA. Mobility Master in turn forwards
those router LSAs to the upstream routers.

AOS-W 8.6.0.0 | User Guide OSPFV2 |



Figure 18 Branch OSPF Topology
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All the managed devices in the branch office, Mobility Master in the central office, and the upstream routers are
part of a stub area. Since the OSPF packets follow GRE encapsulation over IPsec tunnels, Mobility Master can
be any vendor's VPN concentrator. Regardless, the managed devices in the branch office will operate with
other vendors seamlessly.

In, the managed device is configured using VLAN 14 and VLAN 15. Layer 3 GRE tunnel is configured with IP
address 20.1.1.1/24 and OSPF is enabled on the tunnel interface.

In the Central office Mobility Master, OSPF is enabled on VLAN interfaces 4, 5, and the Layer 3 GRE tunnel
interface (configured with IP address 20.1.1.2/24). OSPF interface cost on VLAN 4 is configured lower than
VLAN 5.

Branch Routing Table

View the branch office managed device routing table using the show ip route command:
(host) [md] #show ip route

Codes: C - connected, O - OSPF, R - RIP, S - static
M - mgmt, U - route usable, * - candidate default

The routing table for Mobility Master is below:
(host) [mynode] #show ip route

Gateway of last resort is 4.1.1.2 to network 0.0.0.0

o* 0.0.0.0/0 [1/0] wvia 4.1.1.2%
14.1.1.0/24 [1/0] via 30.1.1.1%*
15.1.1.0/24 [1/0] via 30.1.1.1%*

4.1.1.0 is directly connected, VLAN4
5.1.1.0 is directly connected, VLANS
20.1.1.0 is directly connected, Tunnel 1

Q00 o o

The routing table for Router 1 is below:

(routerl) #show ip route

0 14.1.1.0/24 [1/0] via 4.1.1.1
0] 15.1.1.0/24 [1/0] via 4.1.1.1
C 4.1.1.0 is directly connected, VLAN4

The routing table for Router 2 is below:

(router2) #show ip route

0 14.1.1.0/24 [1/0] via 5.1.1.1
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0 15.1.1.0/24 [1/0] via 5.1.1.1
C 5.1.1.0 is directly connected, VLAN5

Configuring OSPF
To configure general OSPF settings from the OSPF tab, perform the following steps:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Interfaces > OSPF tab.
2. To enable OSPF, Select the Enable OSPF toggle switch.
3. Configure the other OSPF interface settings in the respective fields.
4. To add an OSPF area, click the + icon in the Area table and specify the appropriate values.

5. To add an excluded subnet in the Excluded Subnet table, click the + icon and specify the appropriate
values.

6. Click Submit.
7. Click Pending Changes.
8. In the Pending Changes window, select the check box and click Deploy changes.

Exporting VPN Client Addresses to OSPF

You can configure VPN client addresses so that they can be exported to OSPF and be advertised as host routes

(/32). Exporting applies to any VPN client address regardless of how it is assigned.

In the WebUI
To export a VPN client address to OSPF using the WebUI:

1. In the Mobility Master node hierarchy, navigate to the Configuration > System > Profiles > Wireless

LAN > VPN Authentication > default page.

HNOTE

For an Instant AP, Remote AP and Campus AP, you can edit the respective default profiles (default-iap, default-rap,
and default-cap)

2. (Optional) Select the Export VPN IP address as a route check box. Regardless of how an

authentication server is contacted, selecting this option causes any VPN client address to be exported to
OSPF using IPC. Note that the Framed-IP-Address attribute is assigned the IP address as long as any server
returns the attribute. The Framed-IP-Address value always has a higher priority than the local address pool.

3. Click Submit.
4. Click Pending Changes.
5. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI
To export a VPN client address to OSPF using CLI:

(host) [mynode] (config) #aaa authentication vpn default
(host) [mynode] (VPN Authentication Profile "default") #
(host) [mynode] (VPN Authentication Profile "default") # export-route

Use the show ip ospf database command to show LSA types that are generated.
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Sample Topology and Configuration

The figure below displays a sample OSPF topology followed by sample configurations of the Remote Branch 1,
Remote Branch 2, and the Central Office Mobility Master (Active and Backup).

Figure 19

Figure 20 Sample OSPF Topology

Remote Branch 1 yserar viansisw-1p:

= SW-IP:192.168.30.1

Vian-30: 19216830
Vlan-31:192.16831.x
Vlan-3&: 19216832

( EnterpriserHQ

Vian-225:192.168.
Vian-100: 192,168,
Vian-68:192.168,

SW-IP:192.168.50.1
Vlan-50: 192.168.50x
Vlan-51: 19216851 x
Vian-52: 19216852

hS
-
Imtemaeat or
kx
-
User/AP Vians/SW-IF:

Active

SW-IP: 192.168.225.2
Vlan-225: 192,168,225
Vian-100: 192.168.100.x

Vian-68: 192.168.68.x

Central Office Switch

Central Office Switch

Borckup
;/ Router

SW-IP: 1921682251

235
100.%
6B.x

RADIUS
Server

g
J \ Servers J g
Remote Branch 1
controller-ip vlan 30
vlan 16
vlan 30
vlan 31
vlian 32
interface gigabitethernet 0/0/1
description "GEO/0/1"
trusted
switchport access vlan 16
|
interface gigabitethernet 0/0/2
description "GEO/0/2"
trusted
switchport access vlan 30
|
interface gigabitethernet 0/0/3
description "GEO0/0/3"
trusted
switchport access vlan 31
|
interface gigabitethernet 0/0/4
description "GEO0/0/4"
trusted
switchport access vlan 32
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|
interface vlan 16
ip address 192.168.16.251 255.255.255.0
!
interface vlan 30
ip address 192.168.30.1 255.255.255.0
!
interface vlan 31
ip address 192.168.31.1 255.255.255.0
|
interface vlan 32
ip address 192.168.32.1 255.255.255.0
!
uplink wired priority 202
uplink cellular priority 201
uplink wired vlan 16
interface tunnel 2003
description "Tunnel Interface"
ip address 2.0.0.3 255.0.0.0
tunnel source 192.168.30.1
tunnel destination 192.168.68.217
trusted
ip ospf area 10.10.10.10
|
ip default-gateway 192.168.16.254
ip route 192.168.0.0 255.255.0.0 null O
|
router ospf
router ospf router-id 192.168.30.1
router ospf area 10.10.10.10 stub
router ospf redistribute vlan 30-32

Remote Branch 2

controller-ip vlan 50

|

vlan 20

vlan 50

vlian 51

vlian 52

|

interface gigabitethernet 0/0/1
description "GEO/0/1"
trusted
switchport access vlan 20

|

interface gigabitethernet 0/0/2
description "GE0/0/2"
trusted
switchport access vlan 50

|

interface gigabitethernet 0/0/3
description "GEO/0/3"
trusted
switchport access vlan 51

|

interface gigabitethernet 0/0/4
description "GE10/0/4"
trusted
switchport access vlan 52

|

interface vlan 20
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ip address 192.168.20.1 255.255.255.0
|
interface vlan 50
ip address 192.168.50.1 255.255.255.0
!
interface vlan 51
ip address 192.168.51.1 255.255.255.0
|
interface vlan 52
ip address 192.168.52.1 255.255.255.0
|
uplink wired priority 206
uplink cellular priority 205
uplink wired vlan 20
interface tunnel 2005
description "Tunnel Interface"
ip address 2.0.0.5 255.0.0.0
tunnel source 192.168.50.1
tunnel destination 192.168.68.217
trusted
ip ospf area 10.10.10.10
!
ip default-gateway 192.168.20.254
ip route 192.168.0.0 255.255.0.0 null O
|
router ospf
router ospf router-id 192.168.50.1
router ospf area 10.10.10.10 stub
router ospf redistribute vlan 50-52

Mobility Master—Active

localip 0.0.0.0 ipsec db947e8d1b383813a4070ab0799fa6246b80fc5cfcc3268f
controller-ip vlan 225
vlan 68
vlan 100
vlan 225
|
interface gigabitethernet 0/0/1
description "GEO0/0/1"
trusted
switchport access vlan 225
|
interface gigabitethernet 0/0/2
description "GEO/0/2"
trusted
switchport access vlan 100
|
interface gigabitethernet 10/0/31
description "GEO0/0/4"
trusted
switchport access vlan 68
|
interface vlan 68
ip address 192.168.68.220 255.255.255.0
|
interface vlan 100
ip address 192.168.100.1 255.255.255.0
|
interface vlan 225
ip address 192.168.225.2 255.255.255.0
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interface tunnel 2003
description "Tunnel Interface"
ip address 2.1.0.3 255.0.0.0
tunnel source 192.168.225.2
tunnel destination 192.168.30.1
trusted
ip ospf area 10.10.10.10
|
interface tunnel 2005
description "Tunnel Interface"
ip address 2.1.0.5 255.0.0.0
tunnel source 192.168.225.2
tunnel destination 192.168.50.1
trusted
ip ospf area 10.10.10.10
|
master-redundancy
master-vrrp 2
peer-ip-address 192.168.68.221 ipsec passwordl23
|
vrrp 1
priority 120
authentication passwordl23
ip address 192.168.68.217
vlan 68
preempt
tracking vlan 68 sub 40
tracking vlan 100 sub 40
tracking vlan 225 sub 40
no shutdown
!
vrrp 2
priority 120
ip address 192.168.225.9
vlan 225
preempt
tracking vlan 68 sub 40
tracking vlan 100 sub 40
tracking vlan 225 sub 40
no shutdown
|
ip default-gateway 192.168.68.1
ip route 192.168.0.0 255.255.0.0 null O

router ospf
router ospf router-id 192.168.225.1
router ospf area 10.10.10.10 stub

router ospf redistribute vlan 100,225
|

Mobility Master—Backup

localip 0.0.0.0 ipsec db947e8d1b383813a4070ab0799fa6246b80fc5cfcc3268f
controller-ip vlan 225
|
interface gigabitethernet 0/0/1
description "GEO0/0/1"
trusted
switchport access vlan 225
!
interface gigabitethernet 0/0/2
description "GEO/0/2"
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trusted
switchport access vlan 100
|
interface gigabitethernet 0/0/31
description "GEO/0/3"
trusted
switchport access vlan 68
|
interface vlan 68
ip address 192.168.68.221 255.255.255.224
|
interface vlan 100
ip address 192.168.100.5 255.255.255.0
!
interface vlan 225
ip address 192.168.225.1 255.255.255.0
|
interface tunnel 2003
description "Tunnel Interface"
ip address 2.1.0.3 255.0.0.0
tunnel source 192.168.225.1
tunnel destination 192.168.30.1
trusted
ip ospf area 10.10.10.10
|
interface tunnel 2005
description "Tunnel Interface"
ip address 2.1.0.5 255.0.0.0
tunnel source 192.168.225.1
tunnel destination 192.168.50.1
trusted
ip ospf area 10.10.10.10
|
master-redundancy
master-vrrp 2
peer-ip-address 192.168.68.220 ipsec passwordl23
!
vrrp 1
priority 99
authentication passwordl23
ip address 192.168.68.217
vlan 68
tracking vlan 68 sub 40
tracking vlan 100 sub 40
tracking vlan 225 sub 40
no shutdown
!
vrrp 2
priority 99
ip address 192.168.225.9
vlan 225
tracking vlan 68 sub 40
tracking vlan 100 sub 40
tracking vlan 225 sub 40
no shutdown
|
ip default-gateway 192.168.68.1
ip route 192.168.0.0 255.255.0.0 null O
|
router ospf
router ospf router-id 192.168.225.1
router ospf area 10.10.10.10 stub
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router ospf redistribute vlan 100,225
|

The following figure displays how the managed device is configured for Instant AP VPN for different OSPF

cases.

Figure 21
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m  RAPNG AP-1 is configured to have a UP managed device as its primary managed device and a DOWN as

secondary managed device.

m  RAPNG AP-2 is configured to have a DOWN as its primary managed device and a UP as secondary managed

device.

m  RAPNG AP-1 is configured to have a 201.201.203.0/24 L3-distributed network.
m  RAPNG AP-2 is configured to have a 202.202.202.0/24 L3-distributed network.

Observation

UP managed device will send Type-5 LSA (External LSA) of VPN route 201.201.203.0/24 to it's upstream

router, Alcatel-Lucent 3810M.

m  DOWN managed device will send Type-7 LSA (NSSA) of VPN route 202.202.202.0/24 to it's upstream

router, Alcatel-Lucent 8320.

m  UP managed device will send a Type-4 asbr-summary LSA.

Configuring UP Managed Device

interface vlan 21
ip address 21.21.21.2 255.255.255.0
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ip ospf area 0.0.0.11

router o

spf

router ospf area 0.0.0.11

router ospf redistribute rapng-vpn

The following commands display the configuration and run time protocol details on the UP managed device:

(host) [mynode]#show ip route
Codes: C - connected, O - OSPF, R - RIP,

M - mgmt, U - route usable,

Gateway
Gateway
Gateway
Gateway
S* 0.
10.
12.
22.
23.
25.

@)

QOO0 < nnnnnn nNn nNn nnn nn N n n nn nn nn OO OO

192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
201.
202.
192.
10.15.231.184/29
172.16.0.0/24 1is
21.21.21.0/24 is
5.5.0.2/32 is an

of last
of last
of last
of last
0.0.0/0
15.228.0/27
12.12.0/25 [0/0] via 21.21.21.1%*

22.22.0/24

23.23.0/24

25.25.0/24

.0/24
.0/24
.0/24
.0/24
.0/24
.0/24
.0/24

100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
168.
169.
170.
171.
172.
173.
174.
175.
176.
177.
178.
179.
201.
202.
100.

@O ~J o U W

el el e )
NV S =

e e e e e

1.

203.0/26
202.0/29

resort is

resort is

resort is

resort is

[1/0]
[333/0]

.0/24
.0/24
.0/24
.0/24
.0/24

.0/24
.0/24
.0/24
.0/24
.0/24
.0/24
.0/24
.0/24
.0/24
.0/24
.0/24

0/24

[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]

[1/0

[1/0

[1/0

[1/0

[1/0
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]
[1/0]

]
]
]
]
]

[10/0]
[0/0]

S

- static

* - candidate default, V - RAPNG VPN

Imported from DHCP to network 0.0.0.0 at cost 10
Imported from CELL to network 0.0.0.0 at cost 10
Imported from PPPOE to network 0.0.0.0 at cost 10
10.15.231.185 to network 0.0.0.0 at cost 1

via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via
via

21.
192.
192.
192.
192.
192.
192.
192.

192.
192.
192.
192.
192.

192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.

21.2
100.
100.
100.
100.
100.
100.
100.

100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.
100.

ipsec map
via 21.21.21.1%*

1

[3/0] via 21.21.21.1%
[2/0] via 21.21.21.1%
[333/0]

2.
L1
L1
L1x
L1x
L1
L1

NN NN DN

100.
100.
100.
100.
100.

NN NN DNDNDDNDDNDDNDDNDDNDDN

DNDNDDNDN

via 10.15.231.185*
via 21.21.21.1%

1*
1*

L1
LA
LA
L1
L1x

L1x
L1
L1
L1x
L1x
L1
L1
L1x
L1x
L1
L1
L1x

2.0/24 is directly connected, VLAN2

(host) [mynode]#show ip ospf database
OSPF Database Table

Area ID
0.0.0.11
0.0.0.11
0.0.0.11
0.0.0.11

ROUTER
ROUTER
NETWORK
IPNET SUMMARY

Link ID

21.21.21.1
192.100.2.3
21.21.21.1
22.22.22.0

is directly connected, VLANL
directly connected, VLAN3
directly connected, VLAN21
ipsec map 10.15.149.30-5.5.0.2

Adv Router

21.21.21.1
192.100.2.3
21.21.21.1
21.21.21.1

Age

178
1406
178
178

Seq#

0x80000017
0x80000007
0x80000003
0x80000003

Checksum
Oxca50
0x2253
Oxdfed
0x7e38
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0.0.0.11 IPNET SUMMARY 23.23.23.0 21.21.21.1 178 0x80000003
0.0.0.11 ASBR SUMMARY 25.25.25.1 21.21.21.1 178 0x80000003
0.0.0.11 ASBR SUMMARY 192.100.2.3 192.100.2.3 1412 0x80000002
N/ AS EXTERNAL 10.15.228.0 25.25.25.1 1014 0x8000000e
N/A AS EXTERNAL 12.12.12.0 25.25.25.1 268 0x80000003
N/A AS EXTERNAL 25.25.25.0 25.25.25.1 1761 0x80000005
N/A AS EXTERNAL 201.201.203.0 10.15.231.186 3600 0x80000001
N/A AS EXTERNAL 201.201.203.0 192.100.2.3 1104 0x80000002
N/A AS EXTERNAL 202.202.202.0 25.25.25.1 268 0x80000003
(host) [mynode]#show ip ospf neighbor

OSPF Neighbor Table

Neighbor ID Pri State Address Interface

21.21.21.1 1 FULL/DR 21.21.21.1 Vlan

Configuring DOWN

interface vlan 22

ip address 22.22.22.2
ip ospf area 0.0.0.10
|

router ospf

router ospf area 0.0.0

router ospf redistribu
|

Managed Device

255.255.255.0

.10 nssa
te rapng-vpn

0x5064
Oxefbc
Oxa85d
Oxead3
0x433a
0x3d8d
0x6690
Oxeda?2
0x4385

The following commands display the configuration and run time protocol details on the DOWN managed

S - static

device:
(host) [mynode]#show ip route
Codes: C - connected, O - OSPF, R - RIP,

M - mgmt, U - route us
Gateway of last resort
Gateway of last resort
resort

[1/0]

Gateway of last
0.0.0.0/0
10.0.0.0/8 [1/0]
10.15.228.0/27 [3
12.12.12.0/25 [10
21.21.21.0/24 [3/
23.23.23.0/24 [2/
25.25.25.0/24 [33
202.202.202.0/29
192.100.2.0/24 1is
10.15.231.176/29
22.22.22.0/24 is
4.4.0.2/32 is an
4.4.0.1/32 is an

QOO0 00<< o000 O no

(host)
OSPF Neighbor Table

Neighbor ID Pri

25.25.25.1 1 FULL

(host)
OSPF Database Table
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via

able, * - candidate default, V - RAPNG VPN
is Imported from DHCP to network 0.0.0.0 at cost 10
is Imported from CELL to network 0.0.0.0 at cost 10
is Imported from PPPOE to network 0.0.0.0 at cost 10
22.22.22.1%
via 10.15.231.177*
33/0] via 22.22.22.1%
/0] ipsec map
0] via 22.22.22.1%*
0] via 22.22.22.1%*
3/0] via 22.22.22.1%*
[10/0] ipsec map
directly connected, VLAN2
is directly connected, VLANL
directly connected, VLAN22
ipsec map 10.15.149.35-4.4.0.2
ipsec map 10.17.87.126-4.4.0.1

[mynode] #show ip ospf neighbor

Interface

/BDR 22.22.22.1

Vlan 22

[mynode] #show ip ospf database
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Area ID
0.0.0.10
0.0.0.10
0.0.0.10
0.0.0.10
0.0.0.10
0.0.0.10
0.0.0.10
0.0.0.10
0.0.0.10
0.0.0.10
N/A

N/A

LSA Type
ROUTER

ROUTER
NETWORK

IPNET SUMMARY
IPNET SUMMARY
NSSA

NSSA

NSSA

NSSA

NSSA

AS EXTERNAL
AS EXTERNAL

Link
25.25
192.1

22.22.
21.21.
23.23.
0.0.0.
10.15.
12.12.
25.25.

202.2
12.12
202.2

D Adv Router
.25.1 25.25.25.1
00.2.2 192.100.2.2
22.2 192.100.2.2
21.0 25.25.25.1
23.0 25.25.25.1
0 25.25.25.1
228.0 25.25.25.1
12.0 192.100.2.2
25.0 25.25.25.1
02.202.0 192.100.2.2
.12.0 192.100.2.2
02.202.0 192.100.2.2

Viewing the Status of Instant AP VPN
You can view the status of an AOS-W Instant AP VPN for RAPNG AP-1 and RAPNG AP-3, using the following

commands.

Age

1736
500
500
1990
1990
725
1228
352
1485
352
352
352

RAPNG AP-1

(host)

profile name:default

[mynode]# show vpn status

current using tunnel

ipsec
ipsec
ipsec

hold on period

is preempt status
is fast failover status

:primary tunnel
:disable
:disable

:600

Seq#

0x80000021
0x80000005
0x80000004
0x80000003
0x80000003
0x80000002
0x80000010
0x80000005
0x80000006
0x80000005
0x80000005
0x80000005

Checksum

0xb732
0x9ad9
0x8aeb
Oxe7bf
0x950d
Oxaab9
Oxcabf
Oxe8cb
0x1fas8
0xe817
0x28d8
0x2824

ipsec tunnel monitor frequency (seconds/packet) :5
ipsec tunnel monitor timeout by lost packet cnt :2
ipsec primary tunnel crypto type :Cert
ipsec primary tunnel peer address :10.15.231.186
ipsec primary tunnel peer tunnel ip :192.100.2.3
ipsec primary tunnel ap tunnel ip :5.5.0.2
ipsec primary tunnel current sm status :Up
ipsec primary tunnel tunnel status :Up
ipsec primary tunnel tunnel retry times 12
ipsec primary tunnel tunnel uptime :1 hour 24 minutes 50 seconds
ipsec backup tunnel crypto type :Cert
ipsec backup tunnel peer address :10.15.231.178
ipsec backup tunnel peer tunnel ip :0.0.0.0
ipsec backup tunnel ap tunnel ip :0.0.0.0
ipsec backup tunnel current sm status :Init
ipsec backup tunnel tunnel status :Down
ipsec backup tunnel tunnel retry times :0
ipsec backup tunnel tunnel uptime :0
(host)# show datapath route
Route Table Entries
Flags: L - Local, P - Permanent, T - Tunnel, I - IPsec, M - Mobile, A - ARP, D - Drop
Ip Mask Gateway Cost VLAN Flags
0.0.0.0 0.0.0.0 10.15.149.25 0 0
0.0.0.0 128.0.0.0 192.100.2.3 0 0 T
128.0.0.0 128.0.0.0 192.100.2.3 0 0 T
192.168.10.0 255.255.254.0 192.168.10.1 0 3333 D
201.201.203.0 255.255.255.192 0.0.0.0 0 103 LP
10.15.149.24 255.255.255.248 10.15.149.30 0 1 L
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10.15.231.

186

255.255.255.255

Route Cache Entries

10.15.149.25

Flags: L - local, P - Permanent, T - Tunnel, I - IPsec, M - Mobile, A - ARP, D - Drop

IP MAC VLAN Flags

202.202.202.6 00:00:00:00:00:00 0 T

192.100.2.3 00:00:00:00:00:00 0 PT

192.168.10.51 10:40:F3:98:80:94 1 PA

192.168.10.1 00:24:6C:C9:27:A3 3333 LP

201.201.203.8 00:26:C6:52:6B:14 103

201.201.203.1 00:24:6C:C9:27:A3 103 Lp

10.1.1.50 00:00:00:00:00:00 T

5.5.0.2 00:24:6C:C9:27:A3 1 LP

10.15.149.30 00:24:6C:C9:27:A3 1 Lp

10.15.149.25 00:0B:86:40:93:00 1 A

(host)# show clients

Client List

Name IP Address MAC Address 0S Network Access Point Channel Type Role

Signal Speed (mbps)

201.201.203.8 00:26:c6:52:6b:14 149.30 00:24:6c:c9:27:a3 48— AN 149.30 43

(good) 6 (poor)

Info timestamp :80259

RAPNG AP-3

(host) [mynode]# show vpn status

profile name:default

current using tunnel :primary tunnel

ipsec is preempt status :disable

ipsec is fast failover status :disable

ipsec hold on period : 600

ipsec tunnel monitor frequency (seconds/packet) :5

ipsec tunnel monitor timeout by lost packet cnt :2

ipsec primary tunnel crypto type :Cert

ipsec primary tunnel peer address :10.15.231.178

ipsec primary tunnel peer tunnel ip :192.100.2.2

ipsec primary tunnel ap tunnel ip :4.4.0.2

ipsec primary tunnel current sm status :Up

ipsec primary tunnel tunnel status :Up

ipsec primary tunnel tunnel retry times :13

ipsec primary tunnel tunnel uptime :1 hour 55 minutes 6 seconds

ipsec backup tunnel crypto type :Cert

ipsec backup tunnel peer address :10.15.231.186

ipsec backup tunnel peer tunnel ip :0.0.0.0

ipsec backup tunnel ap tunnel ip :0.0.0.0

ipsec backup tunnel current sm status :Init

ipsec backup tunnel tunnel status :Down

ipsec backup tunnel tunnel retry times :0

ipsec backup tunnel tunnel uptime :0

(host) [mynode]# show datapath route

Route Table Entries

Flags: L - Local, P - Permanent, T - Tunnel, I - IPsec, M - Mobile, A - ARP, D - Drop
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Ip Mask Gateway Cost VLAN Flags

0.0.0.0 0.0.0.0 10.15.149.33 0 0
0.0.0.0 128.0.0.0 192.100.2.2 0 0 T
128.0.0.0 128.0.0.0 192.100.2.2 0 0 T
192.168.10.0 255.255.254.0 192.168.10.1 0 3333 D
10.15.149.32 255.255.255.248 10.15.149.35 0 1 L
202.202.202.0 255.255.255.248 0.0.0.0 0 203 LP
10.15.231.178 255.255.255.255 10.15.149.33 0 0

Route Cache Entries

Flags: L - local, P - Permanent, T - Tunnel, I - IPsec, M - Mobile, A - ARP, D - Drop

IP MAC VLAN Flags

202.202.202.1 00:24:6C:C0:41:F2 203 LP

202.202.202.6 08:ED:B9:E1:51:7B 203

192.100.2.2 00:00:00:00:00:00 0 PT

192.168.10.1 00:24:6C:C0:41:F2 3333 LP

201.201.203.8 00:00:00:00:00:00 0 T

10.1.1.50 00:00:00:00:00:00 0 T

192.168.11.7 00:26:C6:52:6B:14 1 PA

4.4.0.2 00:24:6C:C0:41:F2 1 Lp

10.13.6.110 00:00:00:00:00:00 0 T

10.15.149.38 00:24:6C:C9:27:CC 1 A

10.15.149.35 00:24:6C:C0:41:F2 1 LP

10.15.149.33 00:0B:86:40:93:00 1 A

(host) [mynode]# show clients

Client List

Name IP Address MAC Address OS Network Access Point Channel Type Role
Signal Speed (mbps)

202.202.202.6 08:ed:b9:el:51:7b 149.35 00:24:6c:c0:41:f2 48- AN 149.35 53
(good) 48 (poor)

Info timestamp :80748
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Chapter 9

Tunneled Nodes

This chapter describes how to configure a tunneled node, also known as a wired tunneled node. Tunneled
nodes provide access and security using an overlay architecture.

This chapter describes the following topics:

m Understanding Tunneled Node Configuration on page 180

m  Configuration Procedures on page 181

Understanding Tunneled Node Configuration

The tunneled node connects to one or more client devices at the edge of the network and then establishes a
secure GRE tunnel to the controlling concentrator server. This approach allows the managed device to support
all the centralized security features, like 802.1X authentication, captive-portal authentication, and stateful
firewall. Atunneled node is required to handle only the physical connection to clients.

To support the wired concentrator, the managed device must have a license to terminate APs, no other
configuration is required. To configure the tunneled node, specify the IP address of the managed device and
identify the ports that should be used as active tunneled node ports. Tunnels are established between the
managed device and each active tunneled node port on the tunneled node. All tunneled node units must run
the same version of AOS-W. The tunneled node port can also be configured as a trunk port. This allows
customers to have multiple clients on different VLANs that come through the trunk port instead of having
clients on a single VLAN.

Figure 22 shows how the tunneled node fits into network operations. Traffic moves through GRE tunnels
between the active tunneled node ports and the managed device. Policies are configured on the managed
device and can be enforced on the same managed device or on different systems.

On the managed device, you can assign the same policy to tunneled node user traffic as you would to any
untrusted wired traffic. The profile specified by the aaa authentication wired command determines the
initial role, which contains the policy. The VLAN setting on the concentrator port must match the VLAN that will
be used for users at the managed device.
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Figure 22 Tunneled Node Configuration Operation
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Configuration Procedures

The section below details different configuration procedures related to tunneled-node configuration:

AOS-W does not allow a tunneled-node client and tunneled-node server to co-exist on the same managed device at
the same time. The managed device must be configured as either a tunneled-node client or a tunneled-node server.
By default, the managed device behaves as a tunneled-node server. However, once tunneled-node-server

XXX XXX XXX XXX is configured on the managed device, the managed device becomes a tunneled-node client. To

remove the tunneled-node client function, use the command tunneled-node-server 0.0.0.0 to disable the tunneled-
node client on the managed device.

Configuring a Wired Tunneled Node Client
This section describes the CLI procedures to configure a tunneled node client.

1. Access the Wired tunneled node CLI according to the instructions provided in the installation guide that
shipped with your tunneled node. Console access (9600 8N1) and SSH access are supported.
2. Specify the IP address of the managed device and specify tunnel loop prevention.

(host) (mynode) (config) #tunneled-node-address <tnode-ip-address>
(host) (mynode) (config) #tunnel-loop-prevention

3. Access each interface that you want to use and assign it as a tunneled node port.

(host) [mynode] (config) #interface gigabitethernet <slot/module/port>
(host) [mynode] (config-submode) #tunneled-node-port

4. Verify the configuration.

| Tunneled Nodes
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(host) [mynode] (config-submode) #exit
(host) [mynode] (config) #show tunneled-node config

Configuring an Access Port as a Tunneled Node Port

You can configure any port on any managed device as a tunneled node port using the tunneled-node-port
command. Set the tunneled-node-address as the managed device to act as the tunneled node termination
point. The tunneled-node-port command tells the physical interface to tunnel that traffic on the managed
device.

1. Enable portfast on the wired tunneled node.

(host) (mynode) (config) #interface gigabitethernet <slot/module/port>
(host) (mynode) (config) #spanning-tree portfast

2. Assign a VLAN to the tunneled node port.

(host) [mynode] (config-submode) #switchport mode access

(host) [mynode] (config-submode) #switchport access vlan <id>

Configuring a Trunk Port as a Tunneled Node Port

m To enable switchport on the wired tunneled node execute the following commands:

(host) [mynode] (config-submode) #switchport mode trunk
(host) [mynode] (config-submode) #switchport trunk allowed vlan <WORD>

m To verify the status of the wired tunneled node execute the following commands:

(host)[mynode](config-submode) #show tunneled-node state
(host) [mynode] (config-submode) #show tunneled-node config

m To check the current usage on the managed device execute the following command:

(host) [mynode] #show license-usage ap

Each tunneled-node client uses one AP license. Attaching an additional wired client on the tunneled node
client does not increment the AP license usage on the managed device.

The Dynamic Segmentation solution is Alcatel-Lucent's ability to assign policy (roles), to a wired port based on
the access method of a client. Further, using ClearPass Policy Manager, we can add context such as time-of-day
and type-of-machine. The solution also provides users the ability to segment client traffic via traditional, locally-
switched VLANSs or to tunnel traffic back to an Alcatel-Lucent OmniAccess Mobility Controller. The two types of
tunneling that are present in Dynamic Segmentation are:

m  User-based tunneling
m Port-based tunneling

In the earlier releases this solution was called per user tunneled-node, which was built on top of Alcatel-Lucent’s
per-port tunneled node or port-based tunneling. Port-based tunneling allows the switch to tunnel traffic to an
Alcatel-Lucent OmniAccess Mobility Controller on a per-port basis i.e., all traffic on a configured switch port was
statically tunneled to an Alcatel-Lucent OmniAccess Mobility Controller. User-based tunneling in Dynamic
Segmentation implements the capability to tunnel traffic on a user role-based or device basis, tunneling traffic
of a given client or device based on an assigned user role. The policies associated with that client could be
driven through a RADIUS server such as ClearPass Policy Manager, a downloaded role from ClearPass Policy
Manager, or by local MAC authentication in the switch. User-based tunneling can authenticate these devices
using ClearPass Policy Manager, and tunnel the client traffic, utilizing the advanced firewall and policy
capabilities in the Alcatel-Lucent OmniAccess Mobility Controller. It can also provide high availability and load
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balancing with Switch clustering in AOS-W 8.x.0.0, providing secure access to |oT devices within the Alcatel-
Lucent Intelligent Edge wired network.

The port-based tunneling feature is supported only if the native VLAN is configured on the switch trunk port.

Overriding port-based tunnel client VLAN at controller is supported only for untagged VLANs configured on the port-
based tunneling switch port and is not supported when both untagged and tagged VLAN is configured on the port-
based tunneling switch port.

Starting from this release IPv6 support is available for the Alcatel-Lucent Dynamic Segmentation solution.

Jumbo MTU support is added to multicast tunnels to ensure that multicast stream from a multicast server to a
Dynamic Segmentation user is not dropped. This change is effective for customers using AOS-W 8.1.x.x or later
versions and Alcatel-Lucent access switch version 16.08.

The Cluster Live Upgrade feature is not supported as part of the Dynamic Segmentation solution.

Dynamic Segmentation Visibility

Starting AOS-W 8.4.0.0, wired clients are displayed in the WebUI providing visibility into the various aspects of
the Dynamic Segmentation solution. Navigate to Dashboard under Managed Network node hierarchy. The
number of wired clients connected are displayed at the top of the page under CLIENTS label. Clicking the link
displays a page that will display details of the client.

Figure 23 Wired Clients Visibility
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Tunneled Switches Table
Starting AOS-W 8.4.0.0, tunneled switches table is introduced to display information on the tunneled switches.

m  When an Alcatel-Lucent access switch is connected to a managed device that is part of a cluster, clicking a
value in the TUNNELED TO column will redirect the user to Dashboard > Infrastructure > Clusters
page.

m  When an Alcatel-Lucent access switch is connected to a managed device that is part not of a cluster, clicking
avalue in the TUNNELED TO column will redirect the user to Dashboard > Infrastructure > Controllers
page.
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m Clicking an Active or Standby managed device will redirect the user to Dashboard > Infrastructure >
Controllers page.

m Clicking avaluein the TUNNELED TO column will redirect the user Dashboard > Overview > Clients
page. The Customize columns filter enables the user to apply appropriate filters.

Figure 24 Tunneled Switches Table
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Wired Clients Table

Starting AOS-W 8.4.0.0, user-based tunneled node users are displayed in the wired clients table. Hovering the

mouse over the port of a switch displays Name, IP address, and MAC address of the switch. Navigate to

Dashboard under Managed Network node hierarchy and select the wired clients displayed at the top of the

page under CLIENTS label. The wired clients table is displayed.

Figure 25 Wired Clients Table
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Tunneled Switches Displayed on AP Page

Starting AOS-W 8.4.0.0, when at least 1 tunneled switch is connected to a managed device within the selected

network node, the icon and number of Tunneled Switches is displayed in the bottom right corner of the
Access Points card.

Figure 26 Tunneled Switches
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Deployment and Usage of VLANSs in Dynamic Segmentation

In the current deployments, a VLAN is required to be configured on the AOS-W switch and also on the Switch.
This also means that the same VLAN must be configured across the network and used for the same purposes
across the deployment.

In large enterprise deployments it is not possible to have all the VLANSs across all the switches and Switches
across all the buildings carrying the same subnets. Starting AOS-W 8.4.0.0, VLAN configuration is no longer
required on AOS-W switches for Dynamic Segmentation users. User VLANSs is no longer configured on AOS-W
switch, but role-based VLANs will be used to assign roles for Dynamic Segmentation users so that user’s traffic
gets classified in some VLAN.

Supported Deployments

Stand-alone Switch or managed devices supports user-based tunnel node feature in stand-alone and cluster
environments to allow certain class of wired users to have their traffic inspected through DPI and firewall. The
class of wired users whose traffic need to be redirected will be determined by the authenticating server,
ClearPass Policy Manager.

User authentication will be performed by the AOS-W switch where the ClearPass Policy Manager server returns:

m  Only user role and switch has configuration of 'redirect secondary role' for the ClearPass Policy Manager
returned role.

m User role along with redirect attribute with secondary role.

On successful authentication, the ClearPass Policy Manager server provides a redirect attribute with

secondary user role to AOS-W switch. This allows the switch to tunnel the user traffic to the stand-alone Switch

or managed devices for further inspection and these wired users are known as Tunneled Users on the stand-
alone Switches or managed devices.

HOTE

NOTE

Ensure to configure user-based tunneled node defined VLAN and user-role on the managed device else the user will
be rejected.

This feature is enabled by default on the managed device. This feature can be enabled or disabled on the AOS-
W switch. To enable this feature, refer to HP's Management Configuration Guide 16.04.

You can use the following show command to check if the user-based tunnel node is configured and is working
as expected:

(host) [mynode] #show tunneled-node-mgr

cluster-bucket-map Information on Cluster Bucket Map
cluster-node-list Information on Cluster Node List

gsm-counters Information on GSM counters

node-heartbeat-table Information on Node Heartbeat Tables

stats Information on Tunneled Node Manager Statistics
trace-buf Shows contents of trace buffer
tunnel-vlan-user-map Information on User count on each Tunnel Vlan pair
tunneled-nodes Information on Tunneled Nodes

tunneled-users Information on Tunneled Users

user-tunnel-table Information on User Tunnel Tables

Dynamic Segmentation functionality will not be enabled if you are running AOS-W-Switch version 16.08 connected to
a Mobility Controller Virtual Appliance or cluster running AOS-W 8.3.0.0. The Mobility Controller Virtual Appliance
must be upgraded to AOS-W 8.4.0.0.
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Support for Downloadable User Roles in Cluster Deployments

Starting from AOS-W 8.4.0.0, support is extended for downloadable user roles in cluster deployments. This
feature provides a seamless redundancy for dynamic policy assignments.

In this deployment, each AOS-W switch establishes a connection with the active managed device and a
secondary connection to the stand-by managed device. This allows the applied client role to be automatically
replicated on the secondary managed device, thus minimizing the risk of clients loosing connectivity if the
active managed device gets disconnected.

In case of downloadable user role implementation for WLAN clients, APs will maintain two connections with the
cluster and not with AOS-W switches.

ClearPass Policy Manager will be used to define the roles and policies, which will be downloaded to the
managed devices in the cluster that is performing Dynamic Segmentation. AOS-W switches that have Dynamic
Segmentation activated on the port will also have downloadable role support.

Support for Downloadable Roles for User-Based Tunneled Node Users

Starting from AOS-W 8.3.0.0, this feature allows the managed device to get the user role from the Alcatel-
Lucent ClearPass Policy Manager server while tunneling wired user's traffic to the managed device. That is, the
ClearPass Policy Manager downloadable role feature is integrated with user-based tunneled node users.

When the user is successfully authenticated, ClearPass Policy Manager server sends two VSA attributes to the
AQOS-W switch. First VSA contains the ClearPass Policy Manager primary user role to be applied on the switch
and the second VSA contains redirect attribute with secondary user role. The AOS-W switch sends the
secondary user role name to the managed device and once this information is provided by the AOS-W switch,
the managed device starts the user role download process and after a successful download, the managed
device applies the user role policies.

For more information on configuration of ClearPass Policy Manager authentication server, see Configuring
Username and Password for ClearPass Policy Manager Authentication.

Support for IGMP and MLD Proxies for User-Based Tunneled Node Users

Starting from AOS-W 8.1.0.1, IGMP and MLD proxies are supported for user-based tunneled node usersin a
cluster setup.

The cluster-profile multicast VLAN configuration is not supported for the user-based tunneled node feature. If itis

R configured, user-based tunneled node users cannot receive multicast stream.

Starting with AOS-W 8.4.0.0, user-based tunneled users will need a license for Dynamic Segmentation to
function. The Alcatel-Lucent access switch will be viewed as an AP from the managed device's perspective. The
user needs to procure a license for each Alcatel-Lucent access switch similar to procuring a license for an AP. If
the license is not installed, Alcatel-Lucent access switch will not be allowed to form tunnels to OmniAccess
Mobility Controllers running AOS-W 8.4.0.0.

Licenses are consumed per switch not per port. A switch stack is considered a single switch for licensing purposes.

HOTE

The following are deployment scenarios to consider:

= 10 APs and 10 switches: Customer is using only AP licenses. For the deployment to function, 20 AP
licenses are needed.
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= 10 APs and 10 switches: Customer is using AP, PEF, and RF Protect licenses. For deployment to function,
20 AP licenses, 20 PEF licenses, and 20 RF Protect licenses are needed.
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Chapter 10

Authentication Servers

The AOS-W software allows you to use an external authentication server or the internal user database of the
Mobility Master to authenticate clients who need to access the wireless network.

Authentication Server Overview
The following sections provide a general overview of the Mobility Master authentication server management:

m Understanding Authentication Server Best Practices and Exceptions on page 188

m  Understanding Servers and Server Groups on page 188

Configuring Authentication Servers and Server Groups

The following topics describe the procedures to create and manage external and internal authentication
servers and server groups.

m  Configuring Authentication Servers on page 189

m  Managing the Internal Database on page 204

m  Configuring Server Groups on page 204

m  Assigning Server Groups on page 211

m  Configuring Authentication Timers on page 216

m Authentication Server Load Balancing on page 217

m Testing a Configured Authentication Server on page 218

Understanding Authentication Server Best Practices and
Exceptions
m For an external authentication server to process requests from Mobility Master, you must configure the

server to recognize the Mobility Master. Refer to the vendor documentation for information on configuring
the authentication server.

m To configure Microsoft IAS and Active Directory, see the following links:
e http://technet2.microsoft.com/windowsserver/en/technologies/ias.mspx

e http://www.microsoft.com/en-us/server-cloud/windows-server/active-directory.aspx

Understanding Servers and Server Groups
Mobility Master supports the following external authentication servers:
= RADIUS

= LDAP

m TACACS+

m  Windows (For stateful NTLM authentication)

G A maximum of 128 LDAP, RADIUS, and TACACS servers, each can be configured on a managed device.

NOTE
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Additionally, you can use the internal database to authenticate users by creating entries for users, their
passwords, and their default role.

You can create groups of servers for specific types of authentication. For example, you can specify one or more
RADIUS servers to be used for 802.1X authentication. The list of servers in a server group is an ordered list.
This means that the first server in the list is always used unless it is unavailable, in which case the next serverin
the list is used. You can configure servers of different types in one group. For example, you can include the
internal database as a backup to a RADIUS server.

Figure 27 represents a server group named “Radii” that consists of two RADIUS servers, Radius-1 and Radius-2.
The server group is assigned to the server group for 802.1X authentication.

Figure 27 Server Group
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Server names are unigue. You can configure the same server in multiple server groups. You must configure the
server before you can add it to a server group.

If you use the internal database for user authentication, use the predefined “Internal” server group.

You can also include conditions for server-derived user roles or VLANSs in the server group configuration. The
server derivation rules apply to all servers in the group.

Configuring Authentication Servers

This section describes how to configure RADIUS, LDAP, TACACS+ and Windows external authentication servers
and the internal database.

This section includes the following information:

m  Configuring a RADIUS Server on page 190
m  RADIUS Service-Type Attribute on page 192
m  Enabling Radsec on RADIUS Servers on page 192

m  Configuring Username and Password for ClearPass Policy Manager Authentication on page 198
m  Configuring an RFC-3576 RADIUS Server on page 198
m  Configuring an LDAP Server on page 200
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m  Configuring a TACACS+ Server on page 202

m  Configuring a Windows Server on page 203

Configuring a RADIUS Server

Follow the procedures below to configure a RADIUS server using the WebUI or CLI.

In the WebUI

Perform the following steps to configure a RADIUS server:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.
2. Inthe All Servers table, click + to add a new server.

3. Enter a Name and IP address/ hostname for the new server and set the Type to RADIUS. Click
Submit.

4. Inthe All Servers table, select the server created to configure server parameters.

5. Enter the parameters as described in Table 31. Select the Mode check box to activate the authentication
server.

6. Click Submit.
7. Click Pending Changes.
8. Inthe Pending Changes window, select the check box and click Deploy changes.

The RADIUS configuration on the Mobility Master under the /mm node is used only for management authentication
on the Mobility Master and not for user or device (wired or wireless) authentication. The configuration under the
/mm node is pushed only to the redundant Mobility Master pair and not to managed devices. Configuring RADIUS
servers for clients or managed devices should be done on or under the /md node.

In the CLI

Execute the following command to configure a RADIUS server:

(host) [mynode] (config) #aaa authentication-server radius <name>
host <ipaddr>
key <psk>
enable

Table 31: RADIUS Server Configuration Parameters

Parameter Description

Name Name of the RADIUS server.
IP address/ IP address or FQDN of the authentication server. The maximum supported
hostname FQDN length is 63 characters.
Default: N/A
Auth Port Authentication port of this server.

Default: 1812

Acct Port Accounting port of this server.
Default: 1813
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Parameter Description

Shared key Shared secret between the managed device and the authentication server.
The maximum length is 128 characters.
Default: N/A

Retype key Re-enter the shared key.

Timeout Maximum time, in seconds, that the managed device waits before timing out

the request and resending it.
Default: 5 seconds

Retransmits

Maximum number of retries sent to the server by the managed device before
the server is marked as down.

Default: 3

NAS ID NAS identifier to use in RADIUS packets.

NAS IP The NAS IP address to be sentin RADIUS packets from that server.
NOTE: If you define a local NAS IP using the Configuration > Security >
Authentication > Servers page and also define a global NAS IP using the
Configuration > Security > Authentication > Advanced page, the global
NAS IP address takes precedence.

Enable IPv6 Enable or disable IPv6 for this server.
Default: Disabled

NAS IPv6 The NAS IPv6 address to be sent in RADIUS packets.

Use MD5 Use MD5 hash of cleartext password.
Default: Disabled

Mode Enables or disables the server.

Default: Enabled

Lowercase MAC
addresses

Send MAC address with lowercase in the authentication and accounting
requests to this server.
Default: Disabled

Use IP address for
calling station ID

Enables or disables using the IP address for the calling station ID.
Default: Disabled

MAC address delimiter

Send MAC address with the following delimiters in the authentication and
accounting requests of this server:

m colon: Send MAC address as XX:XX:XX:XX:XX:XX

m dash: Send MAC address as XX-XX-XX-XX-XX-XX

= none: Send MAC address as XXXXXXXXXXXX

m oui-nic: Send MAC address as XXXXXX-XXXXXX
Default: none

Service-type of FRAMED-
USER

Send the service-type as FRAMED-USER instead of LOGIN-USER. For more
information, see RADIUS Service-Type Attribute on page 192.
Default: Disabled

CPPM credentials

Use the ClearPass Policy Manager server authentication.

CPPM username

Enter the ClearPass Policy Manager username.

CPPM password

Enter the ClearPass Policy Manager password.
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Parameter Description

Retype password Re-enter the ClearPass Policy Manager password.

Station ID type Select one of the following the station ID types to be sent with the RADIUS
attribute, Called Station ID for authentication and accounting requests.:
AP group

AP MAC address

AP name

IP address

MAC address

VLAN ID

Station ID delimiter Select one of the following delimiter options:
m Colon
m Dash
= None

Include SSID Select the check box to include the SSID name in the Called Station ID
attribute.

RADIUS Service-Type Attribute

Managed devices send the following Service-Type attribute values for RADIUS authentication requests.

Table 32: RADIUS Service-Type Attributes

RADIUS Attribute Authentication Type Attribute Value
Service-Type MAC Call-Check

802.1X Framed

Captive Portal Login

The service-type-framed-user configuration of the RADIUS server overwrites all the attribute values to Framed
irrespective of the authentication type. Existing deployments that depend upon this attribute for their third-
party RADIUS integrations should make changes to support these new service types.

Enabling Radsec on RADIUS Servers

Conventional RADIUS protocol offers limited security. This level of limited security is not sufficient for
authentication that takes place across unsecured networks such as the Internet. To address this, the

RADIUS over TLS or Radsec enhancement is introduced to ensure RADIUS authentication and accounting data
is transmitted safely and reliably across insecure networks. The default destination port for RADIUS over TLS is
TCP/2083. Separate ports are not used for authentication, accounting, and dynamic authorization changes.

In a TLS connection, both the managed device (TLS client) and the Radsec server (TLS server) need to
authenticate each other using certificates. For the managed device to authenticate the Radsec server:
m The CA certificate should be uploaded as a Trusted CA if the Radsec server uses a certificate sighed by a CA.

m Self-signed certificates should be uploaded as a PublicCert if the Radsec server uses a self-signed
certificate.

If neither of these certificates are configured, the managed device does not try to establish any connection with the
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Radsec server, even if Radsec is enabled.

The managed device must also send a TLS client certificate to the Radsec server by uploading a certificate on
Mobility Master as ServerCert and configuring Radsec to accept and use the certificate. If a certificate is not
configured, Mobility Master uses the device certificate in its TPM. In this case, the Alcatel-Lucent device CA that
signed the certificate should be configured as a Trusted CA on the Radsec server.

When Radsec support is enabled, the default RADIUS shared key is radsec and remains the same even if the user
configures a different shared key.

NOTE
You can enable Radsec on RADIUS server using CLI commands.
In the CLI
Execute the following command to enable Radsec on RADIUS server:
(host) [mynode] (config) #aaa authentication-server radius <rad server name>
enable-radsec
radsec-client-cert-name <name>
radsec-port <radsec-port>
radsec—-trusted-cacert-name <radsec-trusted-ca>
radsec-trusted-servercert-name <name>
To upload certificates through the CLI, see Managing Certificates.
To configure a Radsec server as RFC 3576 server for dynamic CoA, see Enabling Radsec on RADIUS Servers on page
NOTE 192.
RADIUS Server VSAs
VSAs are a method for communicating vendor-specific information between Network Access Servers and
RADIUS servers, allowing vendors to support their own extended attributes. You can use Alcatel-Lucent VSAs to
derive the user role and VLAN for RADIUS-authenticated clients; however the VSAs must be present on your
RADIUS server. This requires that you update the RADIUS dictionary file with the vendor name (Alcatel-Lucent)
and/or the vendor-specific code (14823), the vendor-assigned attribute number, and the attribute format
(such as string or integer) for each VSA. For more information on VSA-derived user roles, see Assigning User
Roles on page 486
Starting from AOS-W 8.4.0.0, the RADIUS server VSAs support Aruba-Captive-Portal-VSA attribute.
HOTE

For the current and complete list of all RADIUS VSAs available in the version of AOS-W currently running on
your Mobility Master, access the command-line interface and issue the command show aaa radius-
attributes.

Bandwidth-VSAs

Starting from AOS-W 8.2.0.0, the managed device can dynamically assign per-user or per-group bandwidth rate
on Layer 3 authenticated clients based on the direction from RADIUS server. To direct the managed device to
enforce bandwidth rates for specific clients after successful Captive-Portal authentication, three RADIUS
Vendor-Specific Attributes named Bandwidth-VSAs are added in the RADIUS Access-Accept packet.
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Table 33: Bandwidth-VSAs

VSA Type Value Description

Nomadix-Group- Integer | 19 Set to zero for per-client, else the group-ID for per-group.
Bw-Policy-ID

WISPr-Bandwidth- | |nteger | 7 Upstream bandwidth rate in bits per second.

Max-Up

WISPr-Bandwidth- | |nteger | 8 Downstream bandwidth rate in bits per second.
Max-Down

Vendor ID Integer | 8 ID of the vendor.

The server-redirected bandwidth control feature supports only D-tunnel and Switch wired clients.

In the CLI

Execute the following the command, to check the Dynamic Bandwidth Contracts currently assigned:

(host) # show aaa bandwidth-contracts dynamic

Customizing the RADIUS Attributes

Starting from AOS-W 8.1.0.0, the users can now configure RADIUS modifier profile to customize the attributes
that are included, excluded and modified in the RADIUS request before it is sent to the authentication server.
The RADIUS modifier profile can be configured and applied to either Access- Request or Accounting-Request or
both on a RADIUS authentication or accounting server.

This profile can contain up to 64 RADIUS attributes with static values that are used either to add or update in
the request and another 64 RADIUS attributes to be excluded from the Requests.

Two new parameters have been added in the RADIUS modifier profile :

s auth-modifier: When assigned, it references to a RADIUS modifier profile which is applied to all Access-
Requests sending to this RADIUS authentication server.

m acct-modifier: When assigned, it references to a RADIUS modifier profile which is applied to all Accounting-
Requests sending to this RADIUS accounting server.

To create a RADIUS modifier profile to customize the attributes that are included, excluded and modified in the
RADIUS request before it is sent to the authentication or accounting server:

In the WebUI
Perform the following steps to create a RADIUS modifier profile and customize the RADIUS attributes:
1. In the Mobility Master node hierarchy, navigate to the Configuration > System > Profiles tab.
2. Under All Profiles, expand Wireless LAN.
3. Click Radius Modifier.
4. Under the Radius Modifier Profile: New Profile, click + to add a Radius modifier profile.
5. Enter the Profile name.
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6. In +Attr field, click + and select a name from Name drop-down list box and set the Type to Static and
enter the Static_val.Click OK. The name field should be available in the list of attributes when we execute
the command, show aaa radius-attribute command

7. Inthe -Attr field, click + and select the name of the attribute you want to exclude from -attr drop-down
list box and click OK.

8. Click Submit.
9. Click Pending Changes.
10. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to create a RADIUS modifier profile and customize the RADIUS attributes:

(host) [md] (config) #aaa authentication-server radius radiusl
(host) [md] (RADIUS Server "radiusl) #

acct-modifier

acctport

auth-modifier

authport

(host) [md] (config) #aaa radius modifier <profile name>
clone
exclude
include
no
(host) [md] #show aaa radius modifier <profile name>

Dynamic Data Support

Starting from AOS-W 8.2.0.0, support for dynamic data for the included attributes in the RADIUS Attribute
modifier is supported. Users can configure the dynamic value for each included attribute in the RADIUS
modifier to be one or two data items. Following data items can be picked to form the dynamic value for each
included attribute:

m  AP-Name: Name of the AP which the client currently associated to.

m  AP-MAC-Address: MAC-address of the AP which the client currently associated to.

s AP-Group: Group-name of the AP which the client currently associated to.

m ESSID: ESSID which the client currently associated to.

Field1 and Field2 have the same value but these can be used for different combination with the delimiter. This
included attribute are of type String and can contain up to 128 bytes.

In the WebUI
To configure a RADIUS modifier profile with single-item dynamic data:

. In the Mobility Master node hierarchy, navigate to the Configuration > Systems > Profiles tab.

. Under All Profiles, expand Wireless LAN.

. Click Radius Modifier.

. Inthe Radius Modifier Profile: New Profile, click + to add a new radius modifier profile.

. Enter a Profile name.

. Click + in +Attr field and select a name from the Name drop-down list and set the Type to dynamic.
. Select the first dynamic field from the D_field1 drop-down list.
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8. Select the second dynamic field from the D_field2 drop-down list.

9. Select the delimiter from the D_delimiter drop-down list.

10. . Click OK.

11. Click Submit

12. Click Pending Changes.

13. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

To configure a RADIUS modifier profile with single-item dynamic data:

(host) (config) #aaa radius modifier dynamic-mod
(host) (Radius Modifier Profile "dynamic-mod") #°?

clone Copy data from another Radius Modifier Profile
exclude Attribute to be excluded in RADIUS request
include Attribute/Value to be included in RADIUS request
no Delete Command

(host) (Radius Modifier Profile "dynamic-mod") #include ?
<name> RADIUS Attribute Name

(host) (Radius Modifier Profile "dynamic-mod") #include Aruba-Location-Id ?
dynamic First dynamic field

static Static Data

(host) (Radius Modifier Profile "dynamic-mod") #include Aruba-Location-Id dynamic ?

ap-groupl Use AP group as first dynamic field

ap-macaddrl Use AP mac address as first dynamic field
ap-namel Use AP name as first dynamic field

essidl Use essid as first dynamic field

user-vlanl Use user's current VLAN-ID as first dynamic field

(host) (Radius Modifier Profile "dynamic-mod") #include Aruba-Location-Id dynamic ap-namel

To configure a RADIUS modifier profile with two-item dynamic data

(host) (Radius Modifier Profile "dynamic-mod") #include Aruba-Location-Id dynamic ?

ap-groupl Use AP group as first dynamic field

ap-macaddrl Use AP mac address as first dynamic field
ap-namel Use AP name as first dynamic field

essidl Use essid as first dynamic field

user-vlanl Use user's current VLAN-ID as first dynamic field

(host) (Radius Modifier Profile "dynamic-mod") #include Aruba-Location-Id dynamic essidl ?
with Optional second dynamic field

(host) (Radius Modifier Profile "dynamic-mod") #include Aruba-Location-Id dynamic essidl with
?

ap-group?2 Use AP group as second dynamic field

ap-macaddr2 Use AP mac address as second dynamic field
ap-name?2 Use AP name as second dynamic field

essid?2 Use essid as second dynamic field

user-vlan2 Use user's current VLAN-ID as first dynamic field

(host) (Radius Modifier Profile "dynamic-mod") #include Aruba-Location-Id dynamic essidl with
ap-macaddr2 ?
delimiter Delimiter between fields

(host) (Radius Modifier Profile "dynamic-mod") #include Aruba-Location-Id dynamic essidl with

ap-macaddr?2 delimiter ?
at Use '@' as delimiter between fields
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colon

dash

dollar

hash
none

percent
semicolon
slash
space

(host)

Use
Use
Use
Use
NULL
Use
Use
Use
Use

T.r aS
T as
'S as
"#' as
'$' as
. as
'/' as
L} |} aS

delimiter
delimiter
delimiter
delimiter

delimiter
delimiter
delimiter
delimiter

between
between
between
between

between
between
between
between

(Radius Modifier Profile "dynamic-mod")
ap-macaddr?2 delimiter at ?

fields
fields
fields
fields

fields
fields
fields
fields

#include Aruba-Location-Id dynamic essidl with

To show a RADIUS modifier profile with mixing of static- and dynamic- data
(host)

(confiqg)
Radius Modifier Profile

Aruba-Location-Id
BW-Area-Code
BW-City-Name
Aruba-AP-Group
Aruba-Device-Type

Data Type Data Value
dynamic

static "212"
static "San Jose"
dynamic ap-groupl

Dynamically Assign VLAN-ID to NAS-Port

Configure a RADIUS modifier to assign the client's VLAN-ID to the NAS-Port RADIUS attribute:

(host)
include "NAS-Port-ID" dynamic user-vlanl

[mode]

(configqg)

# aaa radius modifier

#show aaa radius modifier dynamic-mod

Assign the RADIUS modifier to a RADIUS authentication server
(host)

auth-modifier

[mode]

(configqg)

#aaa authentication-server radius

"Hilton-Eleven”

RADIUS Server Authentication Codes

essidl with ap-macaddr2 delimiter at

"Hilton-Eleven"

"eleven-server"

A configured RADIUS server returns the following standard response codes.

Table 34: RADIUS Authentication Response Codes

Code Description

Authentication OK.

0

Authentication failed : user/password combination not correct.

Authentication request timed out : No response from server.

Internal authentication error.

Bad Response from RADIUS server : verify shared secret is correct.

No RADIUS authentication server is configured.

Challenge from server (This does not necessarily indicate an error condition).

| Configuring a RADIUS Server

AOS-W 8.6.0.0

| User Guide



RADIUS Server Fully Qualified Domain Names

If you define a RADIUS server using the FQDN of the server rather than its IP address, the managed device
periodically generates a DNS request and caches the IP address returned in the DNS response. To view the IP
address that currently correlates to each RADIUS server FQDN, access the command-line interface in config
mode and issue the show aaa fqdn-server-names command.

DNS Query Intervals

If you define a RADIUS server using the FQDN of the server rather than its IP address, the managed device
periodically generates a DNS request and caches the IP address returned in the DNS response. DNS requests
are sent every 15 minutes by default.

You can use either the WebUI or the CLI to configure how often a DNS request is generated to cache the IP
address for a RADIUS server identified via its FQDN.
In the WebUI
Perform the following steps to configure DNS query intervals:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Advanced

page.
2. Expand the DNS Query Interval accordion, enter a new DNS query interval from 1-1440 minutes, in
the DNS Query Interval (min) field.

3. Click Submit.
4. Click Pending Changes.
5. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to configure DNS query intervals;

(host) [mynode] (config) #aaa dns-query-interval <minutes>

Configuring Username and Password for ClearPass Policy Manager
Authentication

Authentication to ClearPass Policy Manager is enhanced to use configurable usernames and passwords instead
of a support password. The support password is vulnerable to attacks as the server certificate presented by
ClearPass Policy Manager server is not validated.

Configuring an RFC-3576 RADIUS Server

You can configure a RADIUS server to send user disconnect, CoA, and session timeout messages as described in
RFC 3576, “Dynamic Authorization Extensions to Remote Dial In User Service (RADIUS).”

For Remote AP, RADIUS CoA is supported on tunnel and split-tunnel forwarding modes only.

For Campus AP, RADIUS CoA is supported on tunnel and decrypt-tunnel forwarding modes only.

The disconnect, session timeout, and CoA messages sent from the server to a managed device contains
information to identify the user for which the message is sent. Starting from AOS-W 8.5.0.0, the managed
device also accepts disconnect, session timeout, and CoA requests from IPv6 address based DAC, and identifies
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user sessions based on the user's IPv6 address. Mobility Master supports the following attributes for
identifying the users who authenticate with an RFC 3576 server:

= user-name: name of the user to be authenticated

m framed-ip-address: user IPv4 address

s framed-ipv6-address: user [Pv6 address

m calling-station-id: phone number of a station that originated a call
m accounting-session-id: unique accounting ID for the user session.

The IPv4 address has a higher priority over IPv6 address for identification of user sessions.

HNOTE

If the authentication server sends both supported and unsupported attributes to a managed device, the
unknown or unsupported attributes are ignored. If no matching user is found, a 503: Session Not Found error
message is sent back to the RFC 3576 server.

You can configure the RFC-3576 RADIUS server using the WebU| or CLI.

In the WebUI
Perform the following steps to configure the RFC-3576 RADIUS server:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

. To define a new RFC 3576 RADIUS server, click + under All Servers.

. Select the Type as Dynamic Authorization from the drop-down list.

. InIP address version, select either IPv4 or IPv6 radio button based on your preference.

. In IP address, enter the IPv4 or IPv6 address.

. Click Submit.

. From the All Servers list, select the server that you created to configure the server parameters.
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. Under Server Options, enter the server authentication key into the Key and Retype key fields.
9. Click Submit.

10. Click Pending Changes.

11. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI
Execute the following command to configure the RFC-3576 RADIUS server:

(host) [mynode] (config) #aaa rfc-3576-server <ipaddr>
clone <source>
key <psk>
no ...

Configuring an RFC 3576 RADIUS Server with Radsec

Starting with AOS-W 8.2.0.0 new enhancements in RFC 3576 will make the communication between
disconnect requests from the RADIUS server and managed device comprehensive. This release also supports
detection of duplicate disconnect requests from the RADIUS server. This change ensures that:

1. The system is less prone to a packet replay attack.

2. The managed device does not process duplicate disconnect requests from the RADIUS server multiple
times.
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Starting from AOS-W 8.5.0.0, you can also use IPv6 address to configure RFC 3576 RADIUS server with Radsec.
You can configure an RFC 3576 RADIUS Server with Radsec using CLI commands.

In the CLI

Execute the following command to configure an RFC 3576 RADIUS Server with Radsec:

(host) [mynode] (config) #aaa rfc-3576-server <ipaddr>
clone <source>
enable-radsec
event-timestamp-requi. .
key <psk>
no ...
replay-protection
window-duration
enable-radsec
no ...

The following enhancements have been introduced in RFC5176:

State Attributes

State attributes are part of CoA request and not disconnect requests. Disconnect requests from the

RADIUS server have many optional attributes and service type attributes is one such attribute. If the value of
this attribute is “authorize only”, RFC 5176 has made it mandatory to have a state attribute in the disconnect
requests and if state attribute is missing, Error cause 402 is reported.

Error Cause 407

RFC 5176 has introduced this new error cause for disconnect requests responses. 407 - Notify DAC for the
invalid attribute value associated to any attribute.

Duplicate Request Detection

Disconnect requests detect duplicate requests coming from the same RADIUS server IP address or source port,
for the packet with same sequence number. The minimum time span between two disconnect requests from
same source can be configured and any two requests within this time window is considered duplicate, which is
rejected.

Service Type Attribute: Authorize Only

If Network Access Service receives a disconnect request from Dynamic Authorization Client, with the service-
type attribute Authorize Only, then Network Access Service should send Dynamic Authorization Client-
Negative acknowledgment to the Dynamic Authorization Client, since service-type attribute can only be a part
of CoA requests and not disconnect requests.

Configuring an LDAP Server

Table 35 describes the parameters you configure for an LDAP server.

Table 35: LDAP Server Configuration Parameters

Parameter Description
Host IP address of the LDAP server.
Default: N/A
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Parameter Description

Admin-dn

Distinguished name for the admin user who has read/search privileges across all
the entries in the LDAP database (the user does need write privileges, but will be
able to search the database, and read attributes of other users in the database).

Admin-passwd

Password for the admin user.
Default: NAAN

Re-type admin-
passwd

Re-enter the admin password.

Allow Clear-Text

Allows clear-text (unencrypted) communication with the LDAP server.
Default: disabled

Auth port Port number used for authentication.
Default: 389

Base-dn Distinguished Name of the node that contains the entire user database.
Default: N/A

Filter A string searches for users in the LDAP database. The default filter string is:

(objectclass=%*).
Default: N/A

Key Attribute

A string searches for a LDAP server. For Active Directory, the value is
sAMAccountName.
Default: sAMAccountName

Connection Type

Timeout Timeout period of a LDAP request, in seconds.
Default: 20 seconds
Mode Enables or disables the server.
Default: enabled
Preferred Preferred type of connection between a managed device and the LDAP server. The

default order of connection type is:

1. clear-text

2.ldap-s

3. start-tls
The managed device first attempts to contact the LDAP server using the preferred
connection type, and only attempts to use a lower-priority connection type if the first
attempt is not successful.
NOTE: If you select clear-text as the preferred connection type, you must also
enable the allow-cleartext option.

Maximum number
of non-admin
connections

Configure the maximum number of non-admin connections to the server.
Default: 4

Chase referral

Chase referrals anonymously.

You can configure an LDAP server using the WebU| or CLI.

In the WebUI

Perform the following steps to configure an LDAP server:;
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NOTE

1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

2. To configure an LDAP server, click + under All Servers. Enter the Name and IP address / hostname of
the server. Set the Type to Ldap and click Submit.

3. Select the name of the server created to configure server parameters. Enter parameters as described in
Table 35. Select the Mode check box to activate the authentication server.

4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

The configuration does not take effect until you perform this step.

In the CLI

Execute the following command to configure an LDAP server:

(host) [mynode] (config) #aaa authentication-server ldap <name>
host <ipaddr>

(enter parameters as described in Table 35)

enable

Configuring a TACACS+ Server
Table 36 defines the TACACS+ server parameters.

Table 36: TACACS+ Server Configuration Parameters

Parameter Description

Host IP address of the server.
Default: N/A
Key Shared secret to authenticate communication between the TACACS+ client and
server.
Default: N/A
Re-type Key Re-enter the key.
TCP Port TCP port used by server.
Default: 49
Retransmits Maximum number of times a request is retried.
Default: 3
Timeout Timeout period for TACACS+ requests, in seconds.
Default: 20 seconds
Mode Enables or disables the server.
Default: enabled
Session Enables or disables session authorization. Session authorization turns on the
Authorization optional authorization session for admin users.
Default: disabled

You can configure the TACACS+ server using the WebUI and CLI.
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In the WebUI

Perform the following steps to configure the TACACS+ server:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

2. To configure a TACACS+ server, click + under All Servers. Enter the Name and IP address of the server.
Set the Type to TACACS and click Submit.

3. Select the server created to configure server parameters. Enter the parameters as described in Table 36.
Select the Mode check box to activate the authentication server.

4. Click Submit.
5. Click Pending Changes.
6. Inthe Pending Changes window, select the check box and click Deploy changes.

The configuration does not take effect until you perform this step.

HNOTE

In the CLI

The following command configures, enables a TACACS+ server and enables session authorization:

(host) [mynode] (config) #aaa authentication-server tacacs <name>
clone default
host <ipaddr>
key <psk>
enable
session-authorization

Configuring a Windows Server

Table 37 defines parameters for a Windows server used for stateful NTLM authentication.

Table 37: Windows Server Configuration Parameters

Parameter Description

Host IP address of the server.
Default: N/A
Mode Enables or disables the server.

Default: enabled

Windows Domain Name of the Windows Domain assigned to the server.

You can configure a Windows server using the WebUI and CLI:

In the WebUI
Perform the following steps to configure a Windows server:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

2. To configure a Windows server, click + under All Servers. Enter the Name and IP address / hostname
of the server. Set the Type to Windows and click Submit.

| Configuring a RADIUS Server AOS-W 8.6.0.0 | User Guide



NOTE

3. Select the server created to configure server parameters. Enter the parameters as described in Table 37.
4. Select the Mode check box to activate the authentication server.

5. Click Submit.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy changes.

The configuration does not take effect until you perform this step.

In the CLI

Execute the following commands to configure a Windows server:

(host) [mynode] (config) #aaa authentication-server windows <windows-server-name>
host <ipaddr>
enable

Managing the Internal Database

You can create entries in the internal database to authenticate clients. The internal database contains a list of
clients, along with the password and default role for each client. When you configure the internal database as
an authentication server, client information is checked in incoming authentication requests against the internal
database.

Configuring the Internal Database

Mobility Master uses the internal database for authentication by default. You can choose to use the internal
database in a managed device by entering the CLI command aaa authentication-server internal use-
local-switch. If you use the internal database in a managed device, you need to add clients on the managed
device.

In the CLI

Enter the following command:

(host) [mynode] #local-userdb add {generate-username|username <name>}{
generate-password|password <password>}

Managing Internal Database Files

Mobility Master allows you to import and export user information tables to and from the internal database.
These files should not be edited once they are exported. Mobility Master only supports the importing of
database files that were created during the export process. Note that importing a file into the internal database
overwrites and removes all existing entries.

Exporting and Importing Files in the CLI

Enter the following command:

(host) [mynode] #local-userdb export <filename>
(host) [mynode] #local-userdb import <filename>

Configuring Server Groups

You can create groups of servers for specific types of authentication. For example, you can specify one or more
RADIUS servers to be used for 802.1X authentication. You can configure servers of different typesin one
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group. For example, you can include the internal database as a backup to a RADIUS server.

Configuring Server Groups

Server names are unique. You can configure the same server in more than one server group. You must
configure the server before you can include it in a server group.

In the WebUI
Perform the following steps to configure a server group:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.
2. The Server Groups table displays the server group list.
3. Click + in the Server Groups. Enter the name of the new server group and click Submit.
4. Select the new server group created.
5. In Server Group <server group name>, click the Servers tab and click + to add a server to the group.
a. To add an existing server, select Add existing server and choose a server from the list. Click Submit.

b. To add a new server, select Add new server. Specify a server type from the Type drop-down list, and
enter a Name and IP address/hostname for the server. Click Submit.

C. Repeat the above step(s) to add other servers to the group.
6. Click Submit.
7. Click Pending Changes.
8. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to configure a server group:

(host) [mynode] (config) #aaa server-group <name>
auth-server <name>

Configuring Server List Order and Fail-Through

The servers in a server group are part of an ordered list. The first server in the list is always used by default,
unless it is unavailable, in which case the next server in the list is used. You can configure the order of serversin
the server group through the WebUI using the up or down arrows (the top server is the first server in the list).
In the CLI, the position parameter specifies the relative order of servers in the list (the lowest value denotes
the first server in the list).

As mentioned previously, the first available server in the list is used for authentication. If the server responds
with an authentication failure, there is no further processing for the user or client for which the authentication
request failed. You can also enable fail-through authentication for the server group so that if the first serverin
the list returns an authentication deny, the managed device attempts authentication with the next server in
the ordered list. The managed device attempts to authenticate with each server in the list until there is a
successful authentication or the list of servers in the group is exhausted. This feature is useful in environments
where there are multiple, independent authentication servers; users may fail authentication on one server but
can be authenticated on another server.

Before enabling fail-through authentication, note the following:
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m This feature is not supported for 802.1X authentication with a server group that consists of external EAP-
compliant RADIUS servers. You can, however, use fail-through authentication when the 802.1X
authentication is terminated on a managed device (AAA FastConnect).

m Enabling this feature for a large server group list may cause excess processing load on the managed device.
It is recommended that you use server selection based on domain matching whenever possible (see
Configuring Dynamic Server Selection on page 207).

m Certain servers, such as the RSA RADIUS server, lock out the managed device if there are multiple
authentication failures. Therefore, you should not enable fail-through authentication with these servers.

In the following example, you create a server group "corp-serv" with two LDAP servers (Idap-1 and Idap-2), each
containing a subset of the usernames and passwords used in the network. When you enable fail-through
authentication, users that fail authentication with the first server on the list will be authenticated with the
second server.

In the WebUI
Perform the following steps to configure the server list order and fail-through:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

2. The All Servers table displays the LDAP server list.

3. Click +. Enter Idap-1 for the Name of the server, enter the IP address / hostname for the server, and
set the Type to LDAP and click Submit.

4. Click +. Enter Idap-2 for the Name of the server, enter the IP address / hostname for the server, and
set the Type to LDAP and click Submit.

5. Under All Servers, select Idap-1 to configure server parameters. Select the Mode check box to activate
the authentication server.

6. Click Submit.
7. Repeat step 5 on page 206 to configure Idap-2.

8. Click + under the Server Groups table to add a new server group. Set the server group name to corp-
serv, and then click Submit.

9. Select corp-serv from the Server Groups table to configure the server group settings.
10. In Server group <corp-serv>, select the Options tab.
11. Select the Fail through check box.
12. Click Submit.
13. Navigate to the Servers tab.
14. Click + to add a server to the group.
a. Select Idap-1, and then click Submit.
b. Repeat the step above to add Idap-2 to the server group.
15. Click Submit.
16. Click Pending Changes.
17.In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following commands to configure the server list order and fail-through:

(host) [mynode] (config) #aaa authentication-server ldap ldap-1
host 10.1.1.234
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(host) [mynode] (config) #aaa authentication-server ldap ldap-2
host 10.2.2.234

(host) [mynode] (config) #aaa server-group COrp-serv
auth-server ldap-1 position 1
auth-server ldap-2 position 2
allow-fail-through

Configuring Dynamic Server Selection

Managed devices can dynamically select an authentication server from a server group based on the user

information sent by the client in an authentication request. For example, an authentication request can include

client or user information in one of the following formats:

m <domain>\<user> : for example, corpnet.com\darwin

m <user>@<domain> : for example, darwin@corpnet.com

m host/<pc-name>.<domain> : for example, host/darwin-g.finance.corpnet.com (this format is used with
802.1X machine authentication in Windows environments)

When you configure a server in a server group, you have the option to associate the server with one or more
match rules. Amatch rule for a server can be one of the following:

m The server is selected if the client/user information contains a specified string.

m The server is selected if the client/user information begins with a specified string.

m The server is selected if the client/user information exactly matches a specified string.

You can configure multiple match rules for the same server. Managed devices compare the client/user
information with the match rules configured for each server, starting with the first server in the server group. If
a match is found, the managed device sends the authentication request to the server with the matching rule. If

no match is found before the end of the server list is reached, an error is returned, and no authentication
request for the client/user is sent.

Figure 28 depicts a network consisting of several subdomains in corpnet.com. The server radius-1 provides
802.1X machine authentication to PC clients in xyz.corpnet.com, sales.corpnet.com, and hqg.corpnet.com. The
server radius-2 provides authentication for users in abc.corpnet.com.

Figure 28 Domain-Based Server Selection Example

< > _
host/ <pc-name>xyz.corpnet.com . adil;;-1
host/ <pc-name>.sales.corpnet.com

host/<pc-name>.hq.corpnet.com

.

abc.corpnet.com\<user>
<user>@abc.corpnet.com
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In the WebUI
Perform the following steps to configure dynamic server selection:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.
2. Select a server group from the Server Groups table.
3. Inthe Server Group <server group name>, select the Server Rules tab, click +.
a. Select an attribute from the Attribute drop-down list.
b. Select an Operation to apply a condition to the attribute.
c. Set the Operand value to the client or user information.
d. Set the Action to apply an action to the attribute.
e. Set the Role to set a role to the attribute.
4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy Changes.

In the CLI

Execute the following command to configure dynamic server selection:

(host) [mynode] (config) #aaa server-group <group>
auth-server <name> [match-authstring contains|equals|starts-with <string>] [match-fgdn
<string>] [position <number>] [trim-fgdn]

Configuring Match FQDN Option

You can also use the “match FQDN (domain name)” option for a server rule. With this rule, the server is selected
if the <domain> portion of the user information in the formats <domain>\<user> or <user>@<domain>
matches a specified string exactly. Note the following caveats when using a match FQDN rule:

m This rule does not support client information in the host/<pc-name>.<domain> format, so it is not useful
for 802.1X machine authentication.

m The match FQDN option performs matches on only the <domain> portion of the user information sent in
an authentication request. The match-authstring option (described previously) allows you to match all or a
portion of the user information sent in an authentication request.

You can configure a match FQDN option using WebUI or CLI:

In the WebUI
Perform the following command to configure a match FQDN option:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers page.
2. Select a server group from the Server Groups table.
3. Inthe Server Group <server group name>, select the Server Rules tab and click +.
a. Select Domain-Name from the Attribute drop-down list.
b. Set the Operation to equals.
c. Set the Operand value to the client or user information.
4. Click Submit.
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5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy Changes.

In the CLI

Execute the following command to configure a match FQDN option:

(host) [mynode] (config) #aaa server-group <group>
auth-server <name> match-fgdn <string>

Trimming Domain Information from Requests

Before a managed device forwards an authentication request to a specified server, it can truncate the domain-
specific portion of the user information. This is useful when user entries on the authenticating server do not
include domain information. You can specify this option with any server match rule. This option is only
applicable when the user information is sent to the managed device in the following formats:

m <domain>\<user> : the <domain>\ portion is truncated
= <user>@<domain> : the @<domain> portion is truncated

This option does not support client information sent in the format host/<pc-name>.<domain>.

You can configure the trimming domain information from requests:

In the WebUI

Perform the following steps to configure the trimming domain information from requests:
1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.
2. Select a server group from the Server Groups table.

3. Under Server Group <server group name>, click the Servers tab and select a server or click + to add
a new server to the group.

a. To add an existing server, select Add existing server and choose a server from the list. Click Submit.

b. To add a new server, select Add new server. Specify a server type from the Type drop-down list, and
entera Name and IP address / hostname for the server. Click Submit.

4. Select the new server.

5.1n Server group <server group name> < server name>, click the Server Group Trim FQDN tab.
6. Select the Trim FQDN check box.

7. Click Submit.

8. Click Pending Changes.

9. In the Pending Changes window, select the check box and click Deploy Changes.

In the CLI
Execute the following command to configure the trimming domain information from requests:

(host) [mynode] (config) #aaa server-group <group>
auth-server <name> trim-fqgdn

Configuring Server-Derivation Rules

When you configure a server group, you can set the VLAN or role for clients based on attributes returned for
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the client by the server during authentication. The server derivation rules apply to all servers in the group. The
user role or VLAN assigned through server derivation rules takes precedence over the default role and VLAN
configured for the authentication method.

The authentication servers must be configured to return the attributes for the clients during authentication. For
instructions on configuring the authentication attributes in a Windows environment using IAS, refer to the
NOTE documentation at http://technet2.microsoft.com/windowsserver/en/technologies/ias.mspx

The server rules are applied based on the first match principle. The first rule that is applicable for the server and
the attribute returned is applied to the client, and would be the only rule applied from the server rules. These
rules are applied uniformly across all servers in the server group.

Table 38 describes the server rule parameters you can configure.

Table 38: Server Rule Configuration Parameters

Parameter Description

Attribute This is the attribute returned by the authentication server that is examined for
Operation and Operand match.

Operation This is the match method by which the string in Operand is matched with the
attribute value returned by the authentication server.
m contains : The rule is applied if and only if the attribute value contains the
string in parameter Operand.
m starts-with : The rule is applied if and only if the attribute value returned
starts with the string in parameter Operand.
m ends-with : The rule is applied if and only if the attribute value returned
ends with the string in parameter Operand.
m equals : The rule is applied if and only if the attribute value returned
equals the string in parameter Operand.
m not-equals : The rule is applied if and only if the attribute value returned is
not equal to the string in parameter Operand.
m value-of : This is a special condition. What this implies is that the role or
VLAN is set to the value of the attribute returned. For this to be successful,
the role and the VLAN ID returned as the value of the attribute selected
must already be configured on the managed device when the rule is applied.

Operand This is the string to which the value of the returned attribute is matched.

Action Defines whether to assign a role or a VLAN to the user when the rule is
matched.

Role or VLAN The server derivation rules apply to either user role or VLAN assignment. With

Role assignment, a client can be assigned a specific role based on the attributes
returned. In VLAN assignment, the client can be placed in a specific VLAN based
on the attributes returned.

You can configure Server-Derivation Rules using WebUI or CLI:

In the WebUI
Perform the following steps to configure Server-Derivation Rules:

1. Inthe Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.

2. Select a server group from the Server Groups table.
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3. In Server Group <server group name >, select the Servers tab and select a server or click + to add a
new server to the group.

a. To add an existing server, select Add existing server and choose a server from the list. Click Submit.

b. To add a new server, select Add new server. Specify a server type from the Type drop-down list, and
entera Name and IP address / hostname for the server. Click Submit.

4. In the Server Rules tab, click + to add server derivation rules for assigning a user role or VLAN.
a. Select the Attribute from the drop-down list.
b. Select the Operation from the drop-down list.
c. Enter the Operand.

d. To set arole, select set role from the Action drop-down list. Select the role to be assigned from the
Role drop-down list.

e. To set avlan, select set vlan from the Action drop-down list. Select the VLAN name or ID from the
Vlan drop-down list.

f. Click Submit.
g. Repeat the above steps to add other rules for the server group.
5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy Changes.

In the CLI

Execute the following command to configure Server-Derivation Rules:

(host) [mynode] (config) #aaa server-group <name>
(host) [mynode] (Server Group name) #set {role|vlan} condition <attribute> contains|ends-
with|equals|not-equals|starts-with <operand> set-value <set-value-str> position <number>

Configuring a Role Derivation Rule for the Internal Database

When you add a user entry to the internal database, you can specify a user role (see Managing the Internal
Database on page 204). The role specified in the internal database entry to be assigned to the authenticated
client, you must configure a server derivation rule as shown in the following:

In the CLI

Execute the following command to configure a server derivation rule for the internal database:

(host) [mynode] (config) #aaa server-group internal
set role condition Role value-of

You can create server groups for the following purposes:

m User authentication
m Management authentication
= Accounting

You can configure all types of servers for user and management authentication (see Table 39). Accounting is
only supported with RADIUS and TACACS+ servers when RADIUS or TACACS+ is used for authentication.
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Table 39: Server Types and Purposes

RADIUS TACACS+ | LDAP Internal Database

User authentication Yes Yes Yes Yes
Management authentication Yes Yes Yes Yes
Accounting Yes Yes No No

The following section describes user authentication, management authentication, and accounting:

User Authentication

For information about assigning a server group for user authentication, refer to the Roles and Policies chapter
of the AOS-W User Guide.

Management Authentication

Users who need to access Mobility Master to monitor, manage, or configure the Alcatel-Lucent user-centric
network can be authenticated with RADIUS, TACACS+, or LDAP servers or the internal database.

Only user record attributes are returned upon successful authentication. Therefore, to derive a
management role other than the default mgmt auth role, set the server derivation rule based on the user
attributes.

In the CLI

Execute the following command to enable management authentication:
(host) [mynode] (config) #aaa authentication mgmt

server—group <group>

enable

Accounting

You can configure accounting for RADIUS and TACACS+ server groups.

RADIUS or TACACS+ accounting is only supported when RADIUS or TACACS+ is used for authentication.

The following section describes RADIUS accounting, roaming RADIUS accounting service, RADIUS accounting
on multiple servers and TACACS+ accounting:

RADIUS Accounting
RADIUS accounting allows user activity and statistics to be reported from managed devices to RADIUS servers:

1. The managed device generates an Accounting Start packet when a user logs in. The code field of
transmitted RADIUS packet is set to 4 (Accounting-Request). Note that sensitive information, such as user
passwords, are not sent to the accounting server. The RADIUS server sends an acknowledgment of the
packet.
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2. The managed device sends an Accounting Stop packet when a user logs off; the packet information
includes various statistics such as elapsed time, input and output bytes, and packets. The RADIUS server
sends an acknowledgment of the packet.

The following attributes can be sent to a RADIUS accounting server:

m Acct-Status-Type: This attribute marks the beginning or end of accounting record for a user. Current
values are Start, Stop, and Interim Update.

s User-Name: Name of user.

m Acct-Session-ld: A unique identifier to facilitate matching of accounting records for a user. It is derived
from the user name, IP address, and MAC address. This is set in all accounting packets.

m  Acct-Authentic: This indicates how the user was authenticated. Current values are 1 (RADIUS), 2 (Local),
and 3 (LDAP).

m Acct-Session-Time: The elapsed time, in seconds, that the client was logged in to the managed device. This
is only sent in Accounting-Request records, where the Acct-Status-Type is Stop or Interim Update.

m Acct-Terminate-Cause: Indicates how the session was terminated and is sent in Accounting-Request
records where the Acct-Status-Type is Stop. Possible values are:

1: User logged off

4: |dle Timeout

5: Session Timeout. Maximum session length timer expired.

7: Admin Reboot: Administrator is ending service, for example prior to rebooting the Mobility Master.
m  NAS-Identifier: This is set in the RADIUS server configuration.
m  NAS-IP-Address: IP address of the managed device. You can configure a “global” NAS IP address:

¢ Inthe Mobility Master node hierarchy of the WebUI, navigate to the Configuration >
Authentication > Advanced page. Under RADIUS Client, enter the IPv4 or IPv6 address.

e IntheCLl, usethe, ip radius nas-ip command.

m  NAS-Port: Physical or virtual port (tunnel) number through which the user traffic is entering the managed
device.

m  NAS-Port-Type: Type of port used in the connection. This is set to one of the following:
e 5:admin login
e 15: wired user type
e 19: wireless user
m Framed-IP-Address: |P address of the user.
m Calling-Station-ID: MAC address of the user.
m Called-station-ID: MAC address of the managed device.
The following attributes are sent in Accounting-Request packets when Acct-Status-Type value is Start:
= Acct-Status-Type
m  User-Name
m  NAS-IP-Address
m  NAS-Port
= NAS-Port-Type
m  NAS-Identifier
m Framed-IP-Address
m Calling-Station-ID
m Called-station-ID
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m  Acct-Session-ID
m  Acct-Authentic

The following attributes are sent in Accounting-Request packets when Acct-Status-Type value is Stop:

m  Acct-Status-Type

m  User-Name

m  NAS-IP-Address

m  NAS-Port

= NAS-Port-Type

m  NAS-ldentifier

m Framed-IP-Address

m Calling-Station-ID

m (Called-station-ID

m  Acct-Session-ID

m  Acct-Authentic

m  Terminate-Cause

= Acct-Session-Time

The following statistical attributes are sent only in Interim-Update and Accounting Stop packets (they are not
sent in Accounting Start packets):

= Acct-Input-Octets

= Acct-Output-Octets

m Acct-Input-Packets

m Acct-Output-Packets

m  Acct-Input-Gigawords

m  Acct-Output-Gigawords

Remote APs in split-tunnel mode now support RADIUS accounting. If you enable RADIUS accounting in a split-
tunnel Remote APs AAA profile, the managed device sends a RADIUS accounting start record to the RADIUS
server when a user associates with the remote AP, and sends a stop record when the user logs out or is deleted
from the user database. If interim accounting is enabled, the managed device sends updates at regular

intervals. Each interim record includes cumulative user statistics, including received bytes and packets
counters.

You can use either the WebUI or CLI to assign a server group for RADIUS accounting.

In the WebUI

To assign a server group for RADIUS accounting, perform the following steps:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Authentication > AAA
Profiles tab.
2. Expand the AAA Profiles pane and select the default profile instance.

3. (Optional) In the AAA Profile: default pane, select RADIUS Interim Accounting to allow the managed
device to send Interim-Update messages with current user statistics to the server at regular intervals. This
option is disabled by default, allowing the managed device to send only start and stop messages RADIUS
accounting server.

4. Select a AAA profile, and then scroll down to select the RADIUS Accounting Server Group for the AAA
profile. Select the Server group from the drop-down list.
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You can add additional servers to the group or configure server rules.

5. Click Submit.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy Changes.

In the CLI

Execute the following command to assign a server group for RADIUS accounting:

(host) [mynode] (config) #aaa profile <profile>
radius-accounting <group>
radius-interim-accounting

Roaming RADIUS Accounting Service

Starting from AOS-W 8.1, the Roaming RADIUS Accounting Service creates an Accounting session for each
wireless client. The records in the session contain the same set of RADIUS attributes as compared to the timer-
based RADIUS Interim-Update Accounting record, except the statistics attributes. Whenever a wireless client
roams to a different AP, the Roaming triggered RADIUS Interim-Update Accounting record is sent to the
configured RADIUS Accounting server. This record is used to track the current location of the wireless client.
Currently this feature is supported for wireless clients in both cluster and non-cluster environments, but is not
supported for wired, VPN/VIA, and L3-Mobility clients.

You can enable roaming RADIUS accounting services by using the WebUI and CLI:

In the WebUI
Perform the following steps to enable roaming RADIUS accounting services using WebUI:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Authentication > AAA
Profiles tab.

2. Expand AAA Profiles and select a AAA profile instance.

3. Inthe AAA Profile: <name of the profile> pane, select the RADIUS Roaming Accounting check box.
4. Click Submit.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy Changes.

In the CLI

To enable roaming RADIUS accounting services, use the following CLI:

(host) [mynode] (config) # aaa profile <profile name>
radius—accounting <group>
radius-roam-accounting

To check if roaming-triggered RADIUS accounting is enabled, use the following CLI:

(host) #show aaa profile <profile name>

RADIUS Accounting on Multiple Servers

AOS-W provides support to send RADIUS accounting to multiple RADIUS servers. Mobility Master notifies all
the RADIUS servers to track the status of authenticated users. Accounting messages are sent to all the servers
configured in the server group in a sequential order.

You can enable multiple server account functionality by using the WebUI and CLI:
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In the WebUI
Perform the following steps enable multiple server account functionality using the WebUI:

1. In the Managed Network node hierarchy, navigate to the Configuration > Authentication > AAA
Profiles tab.

2. Expand AAA Profiles and select a AAA profile instance.

3. Inthe AAA Profile: <name of the profile> pane, select the Multiple Server Accounting check box.
4. Click Submit.

5. Click Pending Changes.

6. Inthe Pending Changes window, select the check box and click Deploy Changes.

In the CLI

To enable RADIUS Accounting on Multiple Servers functionality, use the following CLI:

(host) [mynode] (config) # aaa profile <profile name>
multiple-server-accounting

TACACS+ Accounting

TACACS+ accounting allows commands issued on a Mobility Master or managed device to be reported to
TACACS+ servers. You can specify which types of commands are reported (action, configuration, or show
commands), or report all commands.

You can only configure TACACS+ accounting through the CLI.

In the CLI

Execute the following command to configure TACACS+ accounting:

(host) [mm] (config) #aaa tacacs-accounting

(host) ~[mm] (config-submode) #command {action|all|configuration|show}
(host) "[mm] (config-submode) #server-group <name of the TACACS server>
(host) "[mm] (config-submode) #write memory

Configuring Authentication Timers

To set an authentication timer, complete one of the following procedures:

In the WebUI
Perform the following steps to configure authentication timers:

1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Advanced
tab.

2. Expand Authentication Timers .

3. Configure the timers as described in Table 40.

4. Click Submit.

5. Click Pending Changes.

6. Inthe Pending Changes window, select the check box and click Deploy Changes.
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Table 40: Authentication Timers

Timer Description

User Idle Timeout Maximum period after which a client is considered idle if there is no
wireless traffic from the client. The timeout period is reset if there is
wireless traffic. If there is no wireless traffic in the timeout period, the
clientis aged out. Once the timeout period has expired, the user is
removed. If the keyword seconds is not specified, the value defaults to
minutes at the command line.

Range: 1-255 minutes (30-15300 seconds)

Default: 5 minutes (300 seconds)

Authentication Server | Maximum period, in minutes, that the managed device considers an
dead Time unresponsive authentication server to be “out of service.”

This timer is only applicable if there are two or more authentication
servers configured on a managed device. If there is only one
authentication server configured, the server is never considered out of
service, and all requests are sent to the server.

If one or more backup servers are configured and a server is
unresponsive, it is marked as out of service for the dead time;
subsequent requests are sent to the next server on the priority list for
the duration of the dead time. If the server is responsive after the dead
time has elapsed, it can take over servicing requests from a lower-
priority server; if the server continues to be unresponsive, it is marked
as down for the dead time.

Range: 0-50 minutes

Default: 10 minutes

Logon User Lifetime Maximum time, in minutes, unauthenticated clients are allowed to
remain logged on.

Range: 0-255 minutes

Default: 5 minutes

User Interim stats Sets the timeout value for user stats, reporting in minutes or seconds.
frequency Range: 300-3600 seconds, or 5-60 minutes
Default: 600 seconds

In the CLI

The commands below configure timers you can apply to clients. If the optional seconds keyword is not
specified for the idle-timeout and stats-timeout parameters, the value defaults to minutes.
(host) [mynode] (config) #aaa timers

dead-time <minutes>

idle-timeout <time> [seconds]

logon-lifetime <0-255>
stats-timeout <time> [seconds]

Authentication Server Load Balancing

Load balancing of authentication servers ensures that the authentication load is split across multiple
authentication servers, thus avoiding any one particular authentication server from being overloaded.
Authentication Server Load Balancing functionality enables Mobility Master to perform load balancing of
authentication requests destined for external authentication servers (RADIUS or LDAP). This prevents any one
authentication server from having to handle the full load during heavy authentication periods, such as at the
start of the business day.
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Previously, the Switch used the first authentication server in the server group list. The remaining servers in that
group would be used in sequential order only when an authentication server was down. Thus, the Switches
performed fail-over instead of load balancing of authentication servers.

The load balancing algorithm computes the expected time taken to authenticate a new client for each
authentication server and chooses that authentication server with the shortest expected authentication time.
The load balancing algorithm maintains re-authentication stickiness, meaning that at the time of re-
authentication, the request is forwarded to the same server where it was originally authenticated.

Enabling Authentication Server Load Balancing Functionality

Use the aaa server-group command to enable authentication server load balancing functionality.

(host) [mynode] (config) #aaa server-group <group>
load-balance
auth-server sl
auth-server s2

You can use the following command to disable load balancing:

(host) [mynode] (config) #aaa server-group <group>
no load-balance

NOTE

If you configure an internal server in the server group, load balancing is not applicable to the internal server. The
Internal server will be used as a fall-back when all other servers in the group are down.

You can test the configured RADIUS authentication server in the WebUI or the CLI. This feature allows you to
check a configured RADIUS authentication server or the internal database. You can use this feature to check
for an “out of service” RADIUS server.

The following commands help add a user in the internal database and verify the configuration:

(host) (mynode) # local-userdb add kgreen l1kjHGfds
(host) (mynode) # aaa test-server pap internal kgreen 1kjHGfds

Starting from AOS-W 8.1.0.0, the aaa test-server command includes the verbose option. The verbose
option helps display the response of the RADIUS server on a successful or failed authentication. This eases
troubleshooting an active network. This enhancement applies to both the CLI and the WebUI.

In the WebUI
Perform the following steps to get the RADIUS server responses on an authentication success or failure:

1. In the Mobility Master node hierarchy, go to the Diagnostics > Tools > AAA Server Test tab.
2. Select a server from the Server Name drop-down list.

3. Select an option for Authentication method. You can select either MSCHAPv2 or PAP.

4. Enter the user credentials in the Username and Password text boxes.

5. Click Test. The Authentication Status along with the RADIUS server response is displayed.

In the CLI

The following command displays the RADIUS server attributes as returned by the server.

(host) (mynode) # aaa test-server mschapv2 internal raduserl raduser verbose
Authentication Successful

Processing time (ms) : 1.397

Attribute value pairs in response
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Vendor Attribute Value

MS-CHAPv2
Role guest
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Chapter 11

MAC-Based Authentication

This chapter describes how to configure MAC-based authentication on the Mobility Master using the WebU|I or
the CLI.

Use MAC-based authentication to authenticate devices based on their physical MAC address. Although this not
the most secure and scalable method, MAC-based authentication implicitly provides an additional layer of
security to authenticate devices. MAC-based authentication is often used to authenticate and allow network
access through certain devices while denying access to the rest. For example, if clients are allowed access to the
network through station A, then one method of authenticating station A is MAC-based. Clients may be required
to authenticate themselves using other methods depending on the network privileges required.

MAC-based authentication can also be used to authenticate Wi-Fi phones as an additional layer of security to
prevent other devices from accessing the voice network using what is normally an insecure SSID.

This chapter describes the following topics:

m  Configuring MAC-Based Authentication on page 220

m  Configuring Clients on page 221

Configuring MAC-Based Authentication

Before configuring MAC-based authentication, you must configure the following options:

m Userrole—The user role that will be assigned as the default role for the MAC-based authenticated clients.
(See Roles and Policies on page 474 for information on firewall policies to configure roles.)

Configure the default user role for MAC-based authentication in the AAA profile. If derivation rules exist or if
the client configuration in the internal database has a role assigned, these values take precedence over the
default user role.

= Authentication server group—The authentication server group that the managed device uses to validate the
clients. The internal database can be used to configure the clients for MAC-based authentication. See
Configuring Clients on page 221 for information on configuring the clients on the local database. For
information on configuring authentication servers and server groups, see Authentication Servers on page
188.

The following section describes how to configure the MAC authentication profile:

Configuring the MAC Authentication Profile
You can configure MAC-based authentication on the Mobility Master using the WebUI or the CLI.

In the WebUI
To configure MAC-based authentication, perform the following steps:
1. In the Mobility Master node hierarchy, select a managed device.
2. Navigate to the Configuration > Authentication > L2 Authentication tab.
3. Click MAC Authentication.
4. Inthe MAC Authentication Profile: New Profile window, click + to create a new profile.
5. Enter a Profile name.
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6. Configure the parameters, as described in Table 41.

7. Click Submit.

8. Click Pending Changes.

9. Inthe Pending Changes window, select the check box and click Deploy Changes.

Table 41 describes the parameters you can configure for MAC-based authentication.

Table 41: MAC Authentication Profile Configuration Parameters

Parameter Description

Profile name

Name of the MAC authentication profile.

Delimiter

Delimiter used in the MAC string:
m colon specifies the format XX:XX:XX:XX:XX:XX
m dash specifies the format XX-XX-XX-XX-XX-XX
m none specifies the format XXXXXXXXXXXX
m oui-nic specifies the format XXXXXX-XXXXXX
Default: none

Case

The case (upper or lower) used in the MAC string.
Default: lower

Max Authentication failures

Number of times a station can fail to authenticate before it is blacklisted. A
value of zero disables blacklisting.
Default: zero (0)

Reauthentication

Select the Reauthentication check box if you want to enable
Reauthentication; Default: disable.

Reauthentication Interval

Time duration between reauthentication attempts. Configure a value in the
range of 60-86,400. Reauthentication timer is configured in terms of
seconds.

Use Server provided
Reauthentication Interval

Select the Use Server provided Reauthentication Interval check box to
use the interval provided by the server; Default: disable.

In the CLI

Execute the following command from the Mobility Master node (although this is not the most secure and

scalable method) to configure a MAC authentication profile:

(host) [mynode] (config) #aaa authentication mac <profile>

(host) [mynode] (MAC Authentication Profile "profile") #case {lower|upper}

(host) [mynode] (MAC Authentication Profile "profile") #clone {default|<source>}

(host) [mynode] (MAC Authentication Profile "profile") #delimiter {colon|dash|none|oui-nic}
(host) [mynode] (MAC Authentication Profile "profile") #max-authentication-failures <max-
authentication-failures-number>

(host) [mynode] (MAC Authentication Profile "profile") #reauthentication

(host) [mynode] (MAC Authentication Profile "profile") #timer reauth-period <reauthperiod>

Configuring Clients

You can create entries in the Mobility Master's internal database to authenticate client MAC addresses. The
internal database contains a list of clients along with the password and default role for each client. To configure
entries in the internal database for MAC authentication, enter the username and password for each client.

The following section describes how to configure clients entries in the internal database:
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In the WebUI

Perform the following steps to configure the clients:

1. In the Mobility Master node, navigate to the Configuration > Authentication > Auth Servers tab.

2. Inthe All Servers section, select Internal. The Server > Internal section is displayed below the All
Servers section.

3. Inthe Server > Internal > Users tab, click + to open the Internal Server > Add New User section.

4. Click Generate beside the User name and Password text boxes, for automatic username and
password generation. Otherwise, enter the username and password in the text boxes.

5. Select the role from the Role drop-down list.

6. Enter the email address in the E-mail text box.

7. Enter the remote AP inner IP address in the Static inner IP for RAPs text box.
8. Select the Enabled check box to activate the user entry on creation.

9. Select the expiration duration mode from the Expiration drop-down list. Expiration represents the
maximum time duration that a guest account is valid for.

a. If you selected duration, set the time for expiration in minutes.

b. If you selected time, set the date (mm/dd/yyyy format) and time (hh:mm format) in the Date and
Time boxes.

10. Click Submit at the bottom of the page.
11. Click Pending Changes at the top of the page.

12. Inthe Pending Changes window, select the check box indicating the pending change and click Deploy
Changes.

In the CLI

Execute the following command from the Mobility Master node:

(host) [mynode] #local-userdb add generate-username generate-password role <user-role> mode
{disable} expiry {duration <1+> | time <mm/dd/yyyy> <hh:mm>}

Multi Pre-Shared Key (MPSK) is an enhancement to WPA2-Personal that allows device-specific and group-
specific passphrases. This offers enhanced security and deployment flexibility for headless and loT devices
over traditional per-SSID, static passphrases.

Passphrases can be administratively assigned to groups of devices in policy based on common attributes like
device profiling data or uniquely assigned to each device during ClearPass Policy Manager device registration.

MPSK requires the WPA2-PSK operating mode with AES encryption. MAC Authentication via RADIUS or RadSec
is used for passphrase authorization and role assignment between ClearPass Policy Manager and the managed
device.

MPSK requires ClearPass Policy Manager v6.8.

For information on how to configure a SSID profile, see Configure the SSID profile for the configuration node.
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Chapter 12

Managed Devices at Branch Offices

Many distributed enterprises with branch and remote offices and locations use cost-effective hybrid WAN
connectivity solutions that include low-cost DSL, 4G and LTE technologies, rather than relying solely on
traditional E1/T1 or T3/E3 dedicated circuits. OAW-40xx Series Cloud Services Switches are optimized for these
types of locations, which are more likely to use cloud security architectures instead of dedicated security
appliances, and where clients are likely to access applications in the cloud, rather than on local application
servers.

Provision and Configure Managed Devices

This chapter describes AOS-W features designed to optimize the configuration and performance of managed
devices in branch and remote offices, and lists the procedures to configure these features.

Learn more about Managed Device Optimization

Select any of the links below to view detailed information about AOS-W features for managed device
configuration and management, and examples of deployment topologies that support these features.

m  Managed Device Feature Overview on page 223

m  Provisioning Overview on page 226

m  WAN Authentication Survivability Overview on page 228

m  Managed Device WAN Dashboard on page 232

Provision and Configure a Managed Device

The following sections describe the procedures to configure your network for zero-touch managed device
provisioning, and to define configuration settings for a group of managed devices.

m Health Check Services for Managed Devices on page 234

= WAN Optimization Through IP Payload Compression on page 236
m  WAN Interface Bandwidth Priorities on page 236
m  Uplink Monitoring and Load Balancing on page 237

m Hub and Spoke VPN Configuration on page 243

m |P Routes Configuration on page 245

m Uplink Routing using Next-hop Lists on page 246

m Policy Based Routing on page 248

m Address Pool Management on page 250

m  Configuring WAN Authentication Survivability on page 254

m  Preventing WAN Link Failure on Virtual APs on page 255

m  Managed Device Integration with a Palo Alto Networks Portal on page 256

Managed Device Feature Overview

AOS-W supports these distributed enterprises through the following features designed specifically for
managed devices in branch and remote offices:
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Authentication survivability allows managed devices to store user access credentials and key reply attributes
whenever clients are authenticated with external RADIUS servers or LDAP authentication servers, providing
authentication and authorization survivability when remote authentication servers are not accessible.
Integration with existing Palo Alto Networks Firewalls, like WildFire™ anti-virus and anti-malware detection
services. In deployments with multiple Palo Alto Networks firewalls, managed devices can select the best
PAN firewall based on priority and availability.

Policy-based routing on each uplink interface, which allows you specify the next hop to which packets are
routed. AOS-W supports multiple next-hop lists, to ensure connectivity in the event that a device on the list
becomes unreachable.

Uplink and VPN redundancy, and per-interface bandwidth contracts to limit traffic for individual
applications (or categories of applications) either sent from or received by a selected interface.

Packet compression between Alcatel-Lucent devices (such as devices at the branch and main office), to
maximize the amount of data that can be carried by the network.

AWAN health-check feature that uses ping-probes to measure WAN availability and latency on each uplink.

The following diagram depicts a managed device topology where a managed device in the branch office learns
the address, routing information, and other provisioning information from the Mobility Master.
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Figure 29 Managed Device Topology

— = A——
Services § § AAA
Switch N\ < Server
Company Headquarters
)
(D | D | D
Intranet/WAN
Branch Office
Managed

L1l ====2222 103 Node

IIII]

DHCP Server

Scalable Site-to-Site VPN Tunnels

AQOS-W supports site-to-site IPsec tunnels based on an FQDN. When you identify the remote peer for a
managed device using an FQDN, that node configuration can be applied across multiple branch managed
devices, as the configured FQDN can resolve to different IP addresses for each local branch, based on local DNS
settings.

Crypto maps for site-to-site VPNs support a VLAN ID as the identifier for the source network. When the VPN
settings are pushed to a managed device, the IKE negotiation process uses the IP address range for the VLAN.
This feature allows multiple managed devices to use a single group of configuration settings defined at a
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configuration node, as each managed device negotiates a different source network IP for its VLAN, based on
the IP pool for the managed devices defined for that configuration node.

WAN Health Check

The health-check feature uses ping-probes to measure WAN availability and latency on selected uplinks. Based
upon the results of this health-check information, the managed device can continue to use its primary uplink,
or failover to a backup link. Latency is calculated based on the round-trip time of ping responses. The results of
this health check appear in the WAN section of the Monitoring Dashboard.

IPsec Tunnels using GCM ciphers

Starting from AOS-W 8.6.0.0, an IPsec tunnel can be established between managed devices and APs using GCM
ciphers. The IPsec tunnel can be established without loading the ECDSA custom certificates. By default, the APs
send the GCM cipher algorithm in the IPsec set, along with the current cipher list. New dynamic maps are
programmed on the managed devices to establish the IPsec tunnels with GCM ciphers.

To establish a successful IPsec tunnel with GCM ciphers, disable the default-rap-ipsecmap dynamic map
and ensure that there is an ACR license for each AP in the deployment.

HOTE

HNOTE

OAW-AP 220 Series and OAW-AP550 Series access points do not support GCM ciphers. The IPsec tunnels are
established using AES ciphers.

Provisioning Overview

. AOS-W allows a managed device to automatically get its local and global configuration and license limits from
Mobility Master.

This section includes the following topics:

m  Provisioning Overview on page 226

m  Managed Device Provisioning Modes on page 226

m  Managed Device Address Pools on page 227

m Provisioning Workflows on page 227
m  ZTP Support Matrix

Managed Device Provisioning Modes

The administrator has the choice of provisioning modes that select how the managed device is supplied with its
own IP address, role, country code, and configuration settings.

Once the managed device learns the IP address of the primary Mobility Master, the managed device contacts
that Mobility Master and retrieves its configuration from its assigned configuration node.

Before you deploy a managed device, use you must create a configuration for that device at a configuration node on
Mobility Master. Mobility Master pushes this configuration to the managed device when the device becomes active
on the network.

AOS-W supports the following provisioning modes for managed devices:
= mini-setup: In this mode, the managed device:

e hasitsrole set to local (local) when mini-setup is initiated

e obtainsits IP address from DHCP
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e is configured through the console with its country code and the IP address of the primary Mobility
Master and (optionally) the secondary Mobility Master IP

e retrieves its local configuration group from the primary Mobility Master
m full-setup: In this mode, the managed device:
e is configured with its role set to local (local) through the console
e is configured to obtain its IP address through manual configuration of a static IP, DHCP, or PPPoE

e is configured through the console with its country code and the IP address of the primary Mobility
Master and (optionally) the secondary Mobility Master IP

e retrieves its configuration from a configuration node on the primary Mobility Master

Managed Device Address Pools

Each managed device needs a pool of addresses it can dynamically assign to APs or users on each of its VLANS,
and a separate |P address that managed device uses to create a GRE tunnel to Mobility Master. Mobility Master
can assign IP these addresses to managed devices using dynamic address pools. These pools allow network
administrators to create a generic configuration that provisions managed device interfaces with individual
settings that are unique across branch offices. If managed devices are also serving as DHCP servers for other
devices at that location, smaller DHCP pools for those individual branches can be dynamically carved out from
alarger DHCP pool.

AOS-W 8.0.0.0 supports three different types of address pools that can be applied to a hierarchy node

m  NAT Pools: ANAT poolis used to assign IP addresses to a VLAN interface on a managed device . The range
of addresses in this pool is available for use for any DHCP-enabled managed device when it is added to that
specific node in the configuration hierarchy. When you add a managed device, a group of IP addresses is
removed from the NAT pool on that hierarchy node and is and leased to the device. The IP addresses in a
NAT pool are dynamic (leased) rather than static (permanently assigned), so addresses no longer in use are
automatically returned to the pool for reallocation.

m  Tunnel pools: Atunnel pool defines a range of IP addresses that can be used by the managed devices to
create a GRE tunnel to the Mobility Master. When you add a managed device Switch, an IP address is
removed from the tunnel pool on that hierarchy node and is and leased to that device. Addresses no longer
in use are automatically returned to the pool for reallocation.

= VLAN pools: AVLAN pool allocates a block of IP addresses for each managed device. The managed device
acts as a DNS proxy server and dynamically assigns IP addresses from its allocated pool to each AP or client
on the VLAN. AVLAN pool allocates multiple addresses to each managed device VLAN, unlike the tunnel
pool, which assigns a single tunnel IP address to each managed device.

Provisioning Workflows
ZTP Support Matrix

Table 42: Platform and AOS-W Version Support for ZTP
OAW- | OAW- | OAW- | OAW-

4008 | 4010 4030 4024

AOS-W 0/0/3 0/0/7 0/0/15 0/0/7 0/0/23 0/0/5 0/0/5 0/0/5 Na Na
8.2.2.6
AOS-W 0/0/3 0/0/7 0/0/15 0/0/7 0/0/23 0/0/5 0/0/5 0/0/5 Na Na
8.3.0.9

AOS-W 8.6.0.0 | User Guide Managed Devices at Branch Offices |



AOS-W All All All All All All All ZTP Na Na
8.4.0.4 ports ports ports ports ports ports ports Port:
except | except | except | except | except | except | except | ALL
0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 ports
except
0/0/1
AOS-W All All All All All All All All Na All
8.5.0.2 ports ports ports ports ports ports ports ports ports
except | except | except | except | except | except | except | except except
0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1
AOS-W All All All All All All All All Na All
8.6.0.0 ports ports ports ports ports ports ports ports ports
except | except | except | except | except | except | except | except except
0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1 0/0/1

WAN Authentication Survivability Overview

Authentication survivability is critical to managed device WLANSs since most managed devices use
geographically remote authentication servers to provide authentication and authorization services. When
those authentication servers are not accessible, clients cannot access the WLAN because the managed device
cannot authenticate them. AOS-W authentication survivability allows managed devices to provide client
authentication and authorization survivability when remote authentication servers are not accessible. When
this feature is enabled, AOS-W stores user access credentials and key reply attributes whenever clients are
authenticated with external RADIUS servers or LDAP authentication servers. When external authentication
servers are not accessible, the managed device uses its internal survival server to continue providing
authentication and authorization functions by using the user access credentials and key reply attributes that
were stored earlier.

When authentication survivability is enabled, an internal survival server on the managed node performs
authentication functions, as well as EAP-termination using the RADIUS protocol. The survival server performs
authentication or query requests when authentication survivability is enabled, and one of the following is true:

1. All servers are out of service in the server group if fail-through is disabled.

2. Allin-service servers failed the authentication and at least one server is out of service when fail-through is
enabled.

All access credentials and key reply attributes saved in the local survival server remain in the system until they
expire. The system-wide lifetime parameter auth-survivability cache-lifetime has a range from 1 to 168
hours, and a default value of 24 hours. Expired user credential attributes and key reply attributes stored in the
survival server cache are purged every 10 minutes.

NOTE

Best practices is to import a customer server certificate into the managed device and assign it to the local survival
server.

The survival server can store the following types of client data:

m  Client username

m Encrypted Passwords. For PAP authentication, the survival server receives the password provided by the
client and then stores the encrypted SHA-1 hashed value of the password.

m EAP indicator: When employing 802.1X with disabled termination using EAP-TLS, the EAP indicator is stored.
m The CN lookup EXIST indicator
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Supported Client and Authentication Types

The following combination of clients and authentication types are supported with the authentication
survivability feature see the table below:

Table 43: Clients and Supported Authentication Types

Clients Authentication Methods

Captive Portal clients PAP

802.1X clients m Termination disabled: Extensible Authentication Protocol-Transport
Layer Security with an external RADIUS server

m Termination enabled: EAP-TLS with CN lookup with an external
authentication server

External Captive Portal clients using PAP

the XML-API

MAC-based Authentication clients PAP

VPN clients m PAP with an external authentication server

m CN lookup with an external authentication server

VIA and other VPN clients PAP method and CN lookup

Wireless Internet Service Provider PAP
roaming clients

Supported Key Reply Attributes
The following key reply attributes are supported:

= ARUBA_NAMED_VLAN

= ARUBA NO_DHCP_FINGERPRINT
= ARUBA ROLE

= ARUBA VLAN

= MS_TUNNEL_MEDIUM_TYPE

= MS_TUNNEL_PRIVATE_GROUP_ID
= MS_TUNNEL_TYPE

= PW_SESSION_TIMEOUT

= PW_USER_NAME

Feature Restrictions and Limitations

The authentication survivability feature has the following support restrictions:

m The Survival Server cache database is station-based (thus, the MAC address is the key), so authentication
survivability is not supported for any station with a zero MAC address.

m  For aclient using EAP-TLS, you must install the issuer certificate of the Survival Server certificate as a
TrustedCA certificate in the client station.

m  Foran 802.1X client using EAP-TLS that does not terminate at the managed device, the issuer certificate for
the client certificate must be imported as a TrustedCA or an intermediateCA certificate at the managed
device—just as the same certificate must be installed at the terminating External RADIUS server.

m The Survival Server does not support the OCSP nor the CRL for EAP-TLS.
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m Authentication survivability will not activate if Authentication Server Dead Time is configured as 0.

To configure Authentication Server Dead Time, on the managed device, navigate to: Configuration >
SECURITY > Authentication > Advanced > Authentication Timers > Authentication
ServerDeadTime (min).

Captive Portal Authentication Workflow

This section describes the authentication procedures for Captive Portal clients, both when the branch
authentication servers are available and when they are not available. When the authentication servers are not
available, the Survival Server takes over the handling of authentication requests.

Captive Portal Client Authentication Using PAP
Table 44 describes what occurs for Captive Portal clients using PAP as the authentication method.

Table 44: Captive Portal Authentication Using PAP

When Authentication Servers Are

When Authentication Servers Are Not Available

Available
m If authentication succeeds, the associated | When no in-service server in the associated server group is
access credential with an encrypted SHA-1 available, the Survival Server is used to authenticate the Captive
hash of the password and Key Reply portal client using PAP.
attributes are stored in the Survival Server
database.
= If authentication fails, the associated The Survival Server uses the previously stored unexpired access
access credential and Key Reply attributes credential to perform authentication and, upon successful
associated with the PAP method (if they authentication, returns the previously stored Key Reply
exist) are deleted from the Survival Server attributes.
database.

External Captive Portal Client Authentication Using the XML-API

Table 45 describes the authentication procedures for External Captive Portal clients using the XML-API, both
when the branch authentication servers are available and when they are not available. When the
authentication servers are not available, the Survival Server takes over the handling of authentication requests.

Table 45: Captive Portal Authentication Using XML-AP/

When Authentication Servers Are Not

When Authentication Servers Are Available

Available
For authentication requests from an External Captive When no in-service server in the associated server group
Portal using the XML-API, PAP is used to authenticate is available, the Survival Server is used to authenticate
these requests with an external authentication server. the Captive portal client using PAP.
m [f authentication succeeds, the associated access | The Survival Server uses the previously stored unexpired
credential with an encrypted SHA-1 hash of the access credential to perform authentication and, upon
password and Key Reply attributes are stored inthe | successful authentication, returns the previously stored
Survival Server database. Key Reply attributes.

m If authentication fails, the associated access
credential and Key Reply attributes associated with
the PAP method (if they exist) are deleted from the
Survival Server database.
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HNOTE

802.1X Authentication Workflow

This section describes the authentication procedures for 802.1X clients with termination at an External RADIUS

server, or at the Switch.

Table 46: 802.1X Authentication Terminating at an External Server

When Authentication Servers Are Available

server using EAP-TLS:

Key Reply attributes, are stored in the Survival Server
database.
m [f authentication is rejected, the associated access

EAP-TLS method (if they exist) are deleted from the
Survival Server database.

For an 802.1X client that terminates at an external RADIUS

m [f authentication is accepted, the associated access
credential with the EAP-TLS indicator, in addition to the

credential and Key Reply attributes associated with the

When Authentication Servers Are Not
Available

When there is no available in-service server in the
associated server group, the Survival Server
terminates and authenticates 802.1X clients using
EAP-TLS.

The Survival Server uses the previously stored
unexpired access credential to perform
authentication and, upon successful authentication,
returns the previously stored Key Reply attributes.
In this case, the client station must be configured to
accept the server certificate assigned to the Survival
Server.

For an 802.1X client for which termination is enabled at the managed device using EAP-TLS with CN lookup, a
query request about the Common Name is sent to the external authentication server.

The external authentication server can be either a RADIUS server or an LDAP server.

Table 47: 802.1X Client Authentication Using EAP_TLS with CN Lookup

When Authentication Servers Are Available

m [f the query succeeds, the associated access

Reply attributes, are stored in the Survival Server
database.

m [f the query fails, the associated access credential
and Key Reply attributes associated with the Query
method (if they exist) are deleted from the Survival
Server database.

credential with a returned indicator of EXIST, plus the Key

When Authentication Servers Are Not
Available

When there is no available in-service server in the
associated server group, the Survival Server
performs CN lookup for 802.1X clients for which
termination is enabled at the managed device using
EAP-TLS.

The Survival Server returns previously stored Key
Reply attributes as long as the client with the EXIST
indicator is in the Survival Server database.

MAC Authentication Workflow

This section describes the authentication procedures for clients.

Table 48: MAC-Based Client Authentication Using PAP
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HNOTE

When Authentication Servers Are Not
Available

When Authentication Servers Are Available

When there is no available in-service server in the
associated server group, the Survival Server
authenticates the MAC-based authentication client
using PAP.

The Survival Server returns previously stored Key
Reply attributes as long as the client with the EXIST
indicator is in the Survival Server database.

m If authentication succeeds, the associated access
credential, along with an encrypted SHA-1 hash of the
password and Key Reply attributes, are stored in the
Survival Server database.

m If authentication fails, the associated access
credential and Key Reply attributes associated with the
PAP method (if they exist) are deleted from the Survival
Server database.

WISPr Authentication

This section describes the authentication procedures for WISPr clients, both when the branch authentication
servers are available and when they are not available. When the authentication servers are not available, the
Survival Server takes over the handling of authentication requests.

The external authentication server can be either a RADIUS server or an LDAP server.

Table 49: WISPr Authentication Using PAP

When Authentication Servers Are Available ORI ST G ATERIATE SERTE A el

Available

When there is no available in-service server in the
associated server group, the Survival Server

For a WISPr client authenticated by an external server using
PAP:

m If authentication succeeds, the associated access
credential, along with an encrypted SHA-1 hash of the
password and Key Reply attributes, are stored in the
Survival Server database.

m [f authentication fails, the associated access
credential and Key Reply attributes (if they exist)
associated with the PAP method are deleted from the
Survival Server database.

authenticates the WISPr client using PAP.

Upon successful authentication, the Survival Server
uses the previously stored unexpired credential to
perform authentication, and returns the previously
stored Key Reply attributes .

Managed Device WAN Dashboard

The WAN dashboard, in the Monitoring section of the WebUl, is the default landing page for a managed
device with uplinks defined via the uplink manager. Starting with AOS-W 8.1.0.0, the WAN dashboard also
appears in the Mobility Master WebUI when a branch office Switch is selected in the network hierarchy.

For more information on defining a WAN uplink, see Uplink Monitoring and Load Balancing on page 237 . For
information on enabling and the uplink health check features, see Health Check Services for Managed Devices on

page 234.

The WAN dashboard provides the WAN summary details for uplink VLANSs, and contains the following tables:

Uplinks: This section displays the link status and WAN status for VLANs monitored using the uplink
manager utility. For each VLAN, the green check mark icon indicates an up status and red down arrow
represents a down status for the link and WAN. The uplink health-check feature is disabled by default on

managed devices. If it is enabled , the WAN status link will appear with a yellow icon, indicating that this

feature is in an error state.
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m Health Score: The health score rates the health of the uplink on a scale of 1-5, with score of 1 being lower

quality and a score of 5 being the highest quality.

»  Throughput: Displays the inbound and outbound traffic rates for the selected uplink.

m Latency & Jitter: Jitter is a variation in the delay times of received packets. If the jitter measurement
option is enabled in the uplink manger, the uplink manger uses UDP packets on UDP port 4500 to measure
jitter on the WAN links, and includes jitter statistics in the uplink quality calculations. Jitter statistics will not
be measured if jitter measurement is not enabled in the uplink manager settings. For details on enabling
and disabling uplink jitter measurements, see Uplink Monitoring and Load Balancing on page 237.

m Aggregate Compression: Displays the aggregate percentage compression on all VLANs with the
compression feature enabled.

Figure 30 WAN Monitoring Dashboard
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Using ZTP with DHCP to Provision a Managed Device

When a factory-default Switch boots, it starts the auto-provisioning process. The following sections describe
the provisioning workflow, and the process to prepare your network for ZTP using DHCP for a managed

device.

The managed device can get the information required for provisioning from a DHCPv4 or DHCPv6 server
instead of Activate. Using DHCP helps the ZTP Switches get master information when the users are unable to

use Activate.

Option 43 of DHCP v4 can be used for broadcasting the master information to the managed devices. Similarly,
Option 16 provides vendor information and the Option 17 provides information such as master IPv6 address,

VPNC information and so on.

This feature supports the following topologies:

VMM with VPNC
s HMM with VPNC
s HMM without VPNC
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VPNC must be a hardware Switch and not a virtual machine.

This feature also supports L2 and L3 Mobility Master redundancy scenarios, where the managed device can get
primary Mobility Master and standby Mobility Master (L2 or L3 standby master) information.

In VPNC scenarios, the managed devices can get primary Mobility Master information, standby Mobility
Master, Primary VPNC and standby VPNC information.

For DHCPv4, Option 43 contains the following information to help provision a managed device:

m  Master |Pv4

= VPNCIPV4

= Primary Master MAC

m Redundant Master MAC
m  Primary VPNC MAC

m  Redundant VPNC MAC
m  Country Code

For example, Option 43 contains the following information:

m masterip, country-code, master-mac1 (No L2 redundant Master)

m  masterip, country-code, master-mac1, master-mac2 (L2 Redundant Master)

m masterip, country-code, vpncip, vpnc-mac1 (No L2 Redundant VPNC)

m masterip, country-code, vpnc ip, vpnc-maci, vpnc-mac2 (L2 Redundant VPNC)

For DHCPv6, Option 16 contains Vendor Class Identifier (VCI), which is a text string that uniquely identifies a
type of vendor device and Option 17 contains the following information to help provision a managed device:
m  Master |Pv4

= Master IPv6

= VPNCIPv6

m  Primary Master MAC

m  Redundant Master MAC

m  Primary VPNC MAC

m  Redundant VPNC MAC

s Country Code

For example, Option 43 contains the following information:

m masterip, masteripv6, country-code, master-mac1 (No L2 redundant Master)

m masterip, masteripv6, country-code, master-mac1, master-mac2 (L2 Redundant Master)

m masterip, masteripv6, country-code, vpnc ipv6, vpnc-mac (No L2 Redundant VPNC)

m masterip, masteripv6, country-code, vpnc ipv6, vpnc-mact, vpnc-mac2 (L2 Redundant VPNC

The health-check feature uses ping-probes to measure WAN availability and latency on selected uplinks. Based
upon the results of this health-check information, the managed device can continue to use its primary uplink,
or failover to a backup link. Latency is calculated based on the round-trip time of ping responses. You must
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define an uplink interface via the uplink manager and enable the health check feature before the results of this
health check appear in the WAN section of the Monitoring Dashboard.

For more information on the WAN Dashboard, see WAN on page 408.

HNOTE

AQOS-W supports policy-based routing on each uplink interface, which allows you specify the next hop to which
packets are routed. AOS-W supports multiple next-hop lists, to ensure connectivity in the event that a device
on the list becomes unreachable. If you are using Policy Based Routing, you can define global ping settings for
all next-hop list destinations.

The Health Check section of the Configuration > Services > WAN tab allows you to configure probe
measurement settings ping probe settings for the primary WAN uplink on the managed device, as well as for
next hop links used by the policy-based routing feature

Table 50: WAN Health Check Settings

Parameter Description

Health Check Click this check box to enable the health check features.

Remote Host IP/FQDN | |p address or FQDN of a remote host to which the managed device is connected. The
WAN health check feature will check the connectivity to the managed device uplink to
this device.

WAN

Probe Mode Click the Probe Mode drop-down list and select ping or UDP to enable this feature.

Probe Interval (sec) The Probe Interval field specifies the probe interval, in seconds. The WAN health-check
feature sends the number of probes defined by the Pocket Burst per Probe parameter
during each probe interval. To change the default interval of 10 seconds, enter a new
value into this field.

Packet Burst Per The Pocket Burst per Probe field specifies the number of probes to be sent during the

Probe probe interval. To change the default value of 5 probes, enter a new value into this field.

Probe Retries The number of times the managed device will attempt to resend a probe.

Jitter Measurement If the health check feature is configured to use UDP probe mode, the WAN health-check
feature can measure jitter on the connection to the remote host by sending and
measuring packets at fixed intervals.

PBR

Probe Mode Click the Probe Mode drop-down list and select ping to enable this feature.
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Table 50: WAN Health Check Settings

Parameter Description

Probe Interval (sec) The Probe Interval field specifies the prpbe interval, in seconds. The WAN health-check
feature sends the number of probes defined by the Pocket Burst per Probe parameter
during each probe interval. To change the default interval of 10 seconds, enter a new
value into this field.

Packet Burst Per The Pocket Burst per Probe field specifies the number of probes to be sent during the
Probe probe interval. To change the default value of 5 probes, enter a new value into this field.
Probe Retries The number of times the managed device will attempt to resend a probe. To change the

default value of 3 retries, enter a new value into this field.

WAN Optimization Through IP Payload Compression

Data compression reduces the size of data frames that are transmitted over a network link, thereby reducing
the time required to transmit the frame across the network. IP payload compression is one of the key features
of the WAN bandwidth optimization solution, which is comprised of the following elements:

m |P Payload Compression

m Traffic Management and QoS

NOTE

WAN optimization through IP payload compression is not supported in a OAW-
4450 Switch.

The managed device can send traffic to destinations other than the corporate headquarters on the same link,
so payload compression is enabled on the IPsec tunnel between the managed device and Mobility Master.
Dynamic compression is used for the IP payload to achieve a high compression ratio. No compression is
applied to data such as an embedded image file that might already be in a compressed format. Such data does
not compress well, and may even increase in size.

To enable payload compression:

1. In the Managed Network node hierarchy, navigate to the Configuration > Services > WAN tab.
2. Expand the WAN Optimization accordion.

3. Select the Compression option.

4. Click Submit.

5. Click Pending Changes.

6. In the Pending Changes window, select the check box and click Deploy Changes.

WAN Interface Bandwidth Priorities

AOS-W supports minimum bandwidth guarantees per traffic class, and allows critical delay-sensitive
applications like voice and video to use more bandwidth and/or be scheduled with higher priority. Each
interface can be associated with a scheduler profile that supports four queues with different priority levels. If
you use session ACLs to define traffic policies on the managed device, you can use the scheduler profile to
automatically associate these different priority levels assigned by these policies to a scheduler profile queue.

NOTE

For information on creating a traffic policy that assigns 802.1p priority levels to a specific application or application
type, see Configuring Firewall Policies on page 474

Each scheduler profile queue is assighed a priority level and one of the following scheduler discipline types:
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m Strict priority: The queue service is based exclusively on the priority of the queue, where the lower priority
queues are not serviced until the higher priority queue is clear. With this option, the highest level priority is
guaranteed as much bandwidth as possible, but there can be phases where the 2nd, 3rd and 4th priority
gueues may receive little or no bandwidth.

m Deficit Round Robin Weight: The queue is assighed a percentage of available bandwidth.

You can define both strict priority and DDR Weight discipline types for a single scheduler profile.

Using the WebUI
Use the following procedure to enable WLAN interface bandwidth priorities using the WAN scheduler feature,

1. In the Managed Network node hierarchy, navigate to Configuration > Services > WAN tab.
2. Expand the WAN Scheduler accordion.
3. Click + below the WAN Scheduler Profiles table to define a new scheduler profile.

a. Enter a Profile name.

a. Inthe Priority fields, enter one or more 802.1p priority levels (0-7) for each queue type. Each of the
seven priority levels must be supported by one of the four queues.

b. For each queue, click the Scheduler Discipline drop-down list and select the Strict Priority or DDR
Weight discipline type. If you select the DDR weight option, enter the percentage of available
bandwidth that should be made available to traffic in the selected queue. This field appears to the right
of the DDR weight option.

If you configure both of strict priority and Deficit Round Robin weighted queues, the strict priority queues should be
specified together continuously, followed by the Deficit Round Robin weighted queues. For example, if you want to
specify two strict priority queues and two DDR weighted queues, configure queue 0 and 1 with the strict priority type,
then configure queues 2 and 3 with a Deficit Round Robin priority type. You cannot alternate between strict priority
and DDR weighted queues.

4. To assign the scheduler profile to a cellular or Gigabit Ethernet interface, click + below the Assignments
table.

a. Click the Ports drop-down list to select an interface.
b. In the Transmit Rate field, enter the maximum transmit rate for the selected interface, in Mbps.

5. Create a firewall session policy that assigns a priority level to an application or application group. For
details, see Configuring Firewall Policies on page 474

Using the CLI

(host) [node] (config) #scheduler-profile <map-name> {priority-map <g0-g3> <queO-prio-list>} |
{queue-weights <gq0-g3> <percentage weight>}

(host) [node] (config) #interface cellular|gigabitethernet <slot/module/port> transmit max-rate
rate mbits <mbps> scheduler-profile <profile>

(host) [node] (config) #ip access-list session any any app salesforce permit priority 3

Uplink Monitoring and Load Balancing

The AOS-W Uplink Manager prioritizes cellular and wired uplinks, and checks and monitors the availability and
quality of the connection to a remote host with specified FQDN or IP address. The status of these monitored
uplinks appears on the WAN section of the WebUI dashboard.

By default, the cellular uplink is a lower priority than the wired uplink; making the wired link the primary link
and the cellular link the secondary or backup link. A - managed device supports multiple 3G cellular uplinks in
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addition to its standard wired ports, providing redundancy in the event of a connection failure. If wired link
cannot access the internet, the managed device can fail over to a secondary cellular link and continue routing
traffic.

NOTE

When uplink is configured, use Policy-based routing to redirect traffic in the IPsec
tunnel.

Starting from AOS-W 8.5.0.0, Wi-Fi uplink is introduced to provide connectivity of AP to an external wireless
network. The 3G/4G cellular uplink and the Wi-Fi uplink can be used to extend the connectivity to places where
a wired uplink cannot be configured.

This section describes the following topics:
m  Wi-FiUplink on page 238
m  Uplink Load Balancing on page 241

m  Configuring the Uplink Manager on page 241

Wi-Fi Uplink

Wi-Fi uplink allows an AP running AOS-W to connect to an external wireless network or a managed device by
using a third-party AP, such as a Mi-Fi device or a smart phone running a hotspot. This requires the Aruba AP
running AOS-W to work as a standard Wi-Fi client. When the standard Wi-Fi client is used as an uplink, the AP
requires MAC Address Translation (MAT) to bridge the traffic between wireless or wired users of the AP and the
uplink network. Wi-Fi uplink can also be used to connect the AP to another Wi-Fi service, such as a hospital
wireless network.

HNOTE

Itis recommended to use Alcatel-Lucent mesh between one uplink Alcatel-Lucent AP and another Alcatel-
Lucent AP. Wi-Fi uplink is used only when mesh is not suitable.

The AOS-W AP must be provisioned with the necessary Wi-Fi uplink client parameters. After the AP reboots, it
works as a standard client with the provisioned client parameters and connects with a Mi-Fi device or another
AP to reach the managed device. The provisioned AP acts as both client and AP when it receives configurations
from the managed device, which allows other wireless and wired clients to connect to the Aruba AP.

NOTE

Wi-Fi uplink is applicable to 802.11ac AP platforms and is supported on OAW-AP203R, OAW-AP203H,
OAW-AP203RP, OAW-AP303, OAW-AP303H, OAW-AP303P, and OAW-AP325 access points only.

The following sections describe how to configure a Wi-Fi Uplink profile and provision an AP with Wi-Fi uplink:

Configuring a Wi-Fi Uplink Profile

The following configuration conditions apply to the Wi-Fi uplink:

m |f the Wi-Fi uplink is used on 2.4 GHz or 5 GHz band, mesh or cellular uplink is disabled. The two links are
mutually exclusive.

m To bind or unbind the Wi-Fi uplink on 2.4 GHz or 5 GHz band, reboot the AP.

= An AP provisioned with Wi-Fi uplink client parameters can failover to wired uplink and vice-versa, depending
on the priority specified for Wi-Fi uplink and wired uplink. However, preemption is not allowed in this
release.

You can configure Wi-Fi uplink profile settings or modify default Wi-Fi uplink profile values using the WebUI or
CLI.
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In the WebUI
To configure an AP with Wi-Fi uplink profile:

1. In the Managed Network node hierarchy, navigate to the Configuration > System > Profiles tab.

2. Expand the AP accordion.
3. Select WiFi uplink.

4. Select the Wi-Fi uplink profile you want to edit or click + and enter a name into the Profile Name dialog

box to create a new profile.

| i You can create upto 16 Wi-Fi uplink profiles with different priorities in an ap-group or ap-

name.

5. Configure the Wi-Fi uplink profile settings described in Table 51.

Table 51: Wi-Fi Uplink Profile Parameters

Parameter Description

General
ESSID Enter the required ESSID to which the client is associated.
BSSID (Optional) Enter the required BSSID to which the client is
associated.
Allowed band Select one of the following radio band(s) on which the Wi-Fi
uplink is used:
m a:802.11a band only (5 Ghz)
m g:802.11g band only (2.4 Ghz)
m all: Both 802.11a and 802.11g bands (5 GHz and 2.4
GHz)
Default: all
Security
Encryption Select one of the following data encryption types:
m opensystem— No authentication or encryption.
m static-wep— WEP with static keys.
m personal— A wildcard mode that matches several PSK
mode key management suites and cipher suites, including
WPA-PSK-TKIP, WPA-PSK-AES, WPA2-PSK-TKIP and WPA2-
PSK-AES.
Default: opensystem.
WEP Key 1 Enter the first static WEP key associated with this key index.
Can be 10 or 26 hex characters in length.
Re-enter the key in the Retype text box.
WEP Key 2 Enter the second static WEP key associated with this key
index. Can be 10 or 26 hex characters in length.
Re-enter the key in the Retype text box.
WEP Key 3 Enter the third static WEP key associated with this key index.
Can be 10 or 26 hex characters in length.
Re-enter the key in the Retype text box.
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Parameter Description

WEP Key 4 Enter the fourth static WEP key associated with this key index.
Can be 10 or 26 hex characters in length.
Re-enter the key in the Retype text box.

WEP Transmit Key Index Enter the key index to specify which static WEP key is to be
used. Canbe 1, 2, 3, or 4.

WPA Hexkey Configure a WPA Pre-Shared Key (PSK). This key must be of
64 hexadecimal characters. Re-enter the key in the Retype
text box.

WPA Passphrase Configure the WPA password that generates the PSK. The

passphrase must be between 8-63 characters, inclusive. Re-
enter the password in the Retype text box.

HNOTE

When both WPA Hexkey and WPA Passphrase fields are configured, WPA Hexkey takes
precedence.

In the CLI

Use the following commands to create a Wi-Fi uplink profile:

(host
(host) [mynode]

) [mynode] (config)# ap wifi-uplink-profile test-uplink
) [
(host) [mynode]
) [
) [

WiFi uplink profile "test-uplink")# essid uplink-new

WiFi uplink profile "test-uplink")# wpa-passphrase ******xxx
WiFi uplink profile "test-uplink")# opmode personal

WiFi uplink profile "test-uplink")# exit

(host) [mynode]
(host) [mynode]

(
(
(
(
Provisioning an AP with Wi-Fi Uplink

You can provision an Alcatel-Lucent AP with Wi-Fi uplink using the WebUI or the CLI.

In the WebUI
You can provision an Alcatel-Lucent AP with the Wi-Fi uplink:

1.In a Managed Network node hierarchy, navigate to Configuration > Access Points.
2. In the OAW-APs tab, select the new AP from the Campus APs list, then click Provision.

3. Inthe AP provisioning section, click the AP Group drop-down list and select the AP group to which the
Alcatel-Lucent AP should be assigned.

4. In Controller discovery, select Use AP discovery protocol (ADP) if you want to provide the AP with
its managed device IP address, or select Static to manually define the managed device IP for that AP. If you
select the Static option, you are prompted to enter the managed device's DNS name or IP address.

5. InIP, select DHCP if you have configured a DHCP server to provide the AP with the AP IP address, or
select Static to manually define the AP IP address. If you select the Static option, you are prompted to
enter the following information for the selected AP:

e |Pv4 address, netmask, internet gateway used by the AP, and DNS server.
e |Pv6 address, netmask, internet gateway used by the AP, and DNS server.
6. Select the WiFi uplink check box to enable Wi-Fi uplink on the AP.

HNOTE

When Wi-Fi uplink is enabled, at least one Wi-Fi uplink profile must be added to the
AP group.
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7. Click Submit.
8. Click Pending Changes.

9. Inthe Pending Changes window, select the check box and click Deploy Changes to re-provision the
AP.

HNOTE

You must re-provision the AP to enable Wi-Fi uplink profile on the AP. Re-provisioning the AP causes it to
automatically reboot.

In the CLI

Use the following commands to configure the Wi-Fi uplink profile in the AP group:

(host) [mynode] (config) # ap-group wfu-test
Warning: WiFi uplink profile will not take effect until an AP is reprovisioned
(host) [mynode] (AP group "wfu-test")# wifi-uplink-profile test-uplink priority 1

Use the following commands to provision the AP with Wi-Fi uplink profile:

(host) [mynode] (config)# provision-ap

(host) [mynode] (config-submode) # read-bootinfo ip-addr 192.168.244.2

(host) [mynode] (config-submode) # link-priority-wifi 10
) [mynode] (config-submode
) [ (
) [ (

)
(host ) # ap-group wfu-test
(host) [mynode] (config-submode) # wifi-uplink
(host) [mynode] (config-submode) # reprovision ip-addr 192.168.244.2

Uplink Load Balancing

WAN traffic can be balanced across two or more active uplinks from a managed device to a VPN concentrator.
The uplink load balancing feature supports both active and standby uplinks, so the traffic load is balanced
across two wired uplinks, while the backup cellular uplink remains idle.

When a managed device has multiple active uplinks, uplink load balancing can modify the IKE parameters for
the managed device to create multiple managed device/VPN concentrator IPsec tunnels, one on each uplink.
Once multiple uplinks and IPsec tunnels are up, Layer-3 traffic can be load-balanced across these uplinks using
specially created internal routing ACLs and nexthop lists.

Load Balancing ACLs

When uplink load balancing is enabled, any Layer-3 traffic session that is not associated to a manually defined
routing ACL will be managed by two specially created, internal ACLs placed at the bottom of the routing
ACL table; the editable ACL uplink-lb-cfg-racl, followed by the non-editable ACL uplink-lb-sys-racl.

Load Balancing Nexthop Lists
The uplink load balancing feature uses three special internally created nexthop lists:

Load-balance-gateways is used for load-balancing internet-bound traffic, and load-balance-ipsecs for
managing encrypted traffic headed to the corporate headquarters. These nexthop lists include information
about one nexthop gateway and one managed device / VPN concentrator IPsec tunnel for each uplink, which
are added to these lists so all nexthops are considered active and are available for routing.

The third nexthop list created by this feature is traditional-ipsecs, which is created by the load balancing
feature, and used by uplinks in active-standby mode to send control plane traffic from the managed device to
the VPN concentrator.

Configuring the Uplink Manager

Use the following procedure to disable or enable the uplink manager, and manage priorities for the wired and
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cellular connections. The uplink managed is enabled by default on managed device uplinks.

In the WebUI

10. In the Managed Network node hierarchy, navigate to the Configuration> Services > WAN tab
11. Expand the Uplink accordion.

12. Select the Compression check-box to enable WAN compression .

13. Select one of the following options from Loadbalancing Mode drop-down list.

s Hash based: Hash-based load balancing uses information from the packets being sent (for example, the
source IP address, destination IP address, protocol and port numbers to determine how to load balance
that traffic).

= Round Robin: Trafficis equally distributed to all the active uplinks.

= Session Count: Traffic is balanced between the uplinks based upon the number of sessions managed
by each link, so that the load for each active uplink stays within 5% of the other active uplinks.

14. Click + in the Uplink VLANSs table and enter the following values to define a uplink VLAN for an uplink
interface on the managed device.

s Link name: Name of the uplink.

m Link type: Type of the uplink. The options are MPLS, INET, LTE and Metro-Ethernet

= Interface VLAN ID: VLAN ID number

= Operation State: Select this check-box to disable or re-enable the VLAN.

= Use only as backup link: Select this check-box to use this uplink only as a backup link.

= Weight: If the uplink is using load balancing in session mode, this value defines the weight given to the
uplink in an active/active uplink scenario. An uplink with a higher weight will be assigned more session
traffic than an uplink with a lower weight. The supported range of values is 1-100.

15. Click Submit.
16. Click Pending Changes.
17.In the Pending Changes window, select the check box and click Deploy Changes.

In the CLI

The following examples configure an uplink load-balancing solution via the Mobility Master command-line
interface.

Step 1: Configure the VPN concentrator

If a managed device terminates a secure tunnel on a VPN concentrator, you can issue the vpn-peer peer-mac
command on the VPN concentrator configuration to enable load balancing on secure uplinks between the VPN
concentrator and a managed device.

The following example enables uplinks between a managed device with the MAC address 01:00:5E:00:00:FF
and a VPN concentrator, this automatically enables load balancing:

(host) [node] (config) #vpn-peer peer-mac 01:00:5E:00:00:FF cert-auth factory-cert

If the peer device is an x86 server, then configure the MAC address of the management interface of the managed
device. However, if the peer device is a hardware platform, you must provide the MAC address of the VLAN interface
of the managed device

Step 2: Enable the Uplink Manager

Issue the following command to enable the uplink manager:
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(host) [node] (config) #uplink enable

Step 3: Enable the Load Balancing

Issue the uplink load-balance command without any additional parameters to enable uplink load balancing:
(host) [node] (config) #uplink load-balance

Step 4: (Optional) Configure Load Balancing Settings

Use the uplink load-balance command with the following parameters to configure additional uplink load-
balancing settings. You cannot define load balancing settings unless the uplink manager and uplink load
balancing features are already enabled.

(host) [node] (config) #uplink load-balance ?

mode load-balancing mode
media-mode load-balancing media mode
vlan uplink vlan

To disable uplink load balancing between a managed device and VPN concentrator, disable the load balancing
feature on the managed device (no uplink load-balance) before you disable load balancing on the
VPN concentrator (no vpn-peer peer-mac).

Hub and Spoke VPN Configuration

Mobility Master supports the hub and spoke VPN topology for Alcatel-Lucent branch office solutions. In this
topology, one or more VPN routers (remote branches or spokes) communicate with a central VPN router (VPN
Concentrator or hub) using a secured tunnel. The VPN Concentrator identifies the endpoints using the

TPM certificates to establish the secured tunnel. This topology allows users at remote sites to access the main
network and is best suited for networks where the traffic between the remote sites and the main network is
predominant with minimal inter-site traffic.

Ensure to configure the VPN Concentrator and the managed devices at the branch locations to set up a hub
and spoke VPN. You can configure OAW-4x50 Series OmniAccess Mobility Controllers as VPN Concentrators
and OAW-40xx Series OmniAccess Mobility Controllers as branch office devices.

This section includes the following topics:

m  Whitelisting Managed Devices on VPN Concentrator on page 243

m  Configuring VPN Tunnels on Managed Devices on page 244

Whitelisting Managed Devices on VPN Concentrator

In a hub and spoke VPN topology, where remote branches connect to the VPN Concentrator, newer branches
are added in a staggered way. Each time a managed device is added to a branch, the branch information needs
to be populated in the VPN Concentrator to whitelist the branch device. With large-scale deployments, this
method is error prone and very cumbersome. The automatic whitelisting feature enables automating the
process of whitelisting the branch devices to avoid extra configuration for each device at the headend.

For automatic whitelisting of managed devices in the VPN Concentrator, the authentication code method is
used. In this method, the whitelisting of the device is achieved through the authentication token.

Configuring Passcode Based Whitelisting

You must configure the same VPN peer authentication passcode on the managed devices as well as the
VPN Concentrator to whitelist the device in the database.

You can use either the WebUI or the CLI to configure the passcode based authentication.
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Using the WebUI

To whitelist a managed device automatically on a VPN Concentrator, complete the following steps:
1. Inthe Managed Network node hierarchy, navigate to Configuration> Services > VPN.
2. Expand the Hub and Spoke accordion.
3. Enable the toggle switch Hub and Spoke settings.
4. Select Hub (VPNC) in Deployment mode.
5. Select Automatic in Connection mode.

6. Enter the same passphrase that is configured on the managed device in the Passphrase field for
automatic whitelisting.

7. Select an encryption method from the Encryption drop-down list.
8. For Custom Cert encryption method, enter the CA cert and Server cert details.

9. Select Route or Session from the ACL type drop-down list based on your requirement and then select
the appropriate ACL.

10. If you have overlapping uplink IP address across branches, then enter the branch pool details.
11. Click Submit.

Using the CLI

Execute the following CLI command to configure the authenticate code on the Mobility Master which is used
for automatic whitelisting of managed devices on a VPN concentrator where the same authenticate code is
configured.

(host) [mynode] (config) #vpn-peer pass-code Arubal23 cert-auth factory-cert

Configuring MAC Address Based Whitelisting

To whitelist a managed device manually on a VPN Concentrator, complete the following steps:
1. Inthe Managed Network node hierarchy, navigate to Configuration> Services > VPN.
2. Expand the Hub and Spoke accordion.
3. Enable the toggle switch Hub and Spoke settings.
4. Select Hub (VPNC) in Deployment mode.
5. Select Manual in Connection mode.
6. Click + from the Branch Gateways table to add the MAC address of the managed devices:
MAC ADDRESS—Enter the MAC address of the primary VPN Concentrator.
s ENCRYPTION—Specify the encryption method. It can be Factory Cert or Custom Cert
m  CA CERT—Select the CA certificate for the custom certificate.
m SERVER CERT—Select the server certificate for the custom certificate.
7. Click Submit.
8. Click Pending Changes.
9

. Inthe Pending Changes window, select the check box and click Deploy changes.

Configuring VPN Tunnels on Managed Devices

You can configure the managed devices to establish a VPN tunnel with the VPN Concentrator using one of the
following methods:

m By configuring Auto-VPN to automatically establish a VPN tunnel with a VPN Concentrator by advertising
the branch devices.

m By configuring a VPN endpoint for the managed devices to establish a VPN tunnel.
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Configuring Auto-VPN on Managed Devices
To configure Auto-VPN using branch advertisement, perform the following task on the managed devices:
1. Inthe Managed Network node hierarchy, navigate to Configuration> Services > VPN.
2. Click Hub and Spoke.
3. Enable the toggle switch Hub and Spoke settings.
4. Select Hub (VPNC) in Deployment mode.
5. Select Automatic in Connection mode.

6. Enter the same passphrase that is configured on the VPN Concentrator for automatic whitelisting in the
Passphrase field.

7. Re-enter the passphrase in Confirm Passphrase field.

8. Click Submit.

9. Click Pending Changes.

10. In the Pending Changes window, select the check box and click Deploy changes.

Configuring VPN Endpoint for Managed Devices

To configure a specific VPN endpoint for the managed devices, perform the following tasks on the managed
devices:

. Inthe Managed Network node hierarchy, navigate to Configuration> Services > VPN.
. Click Hub and Spoke.

. Enable the toggle switch Hub and Spoke settings.

. Select Spoke (Branch Gateway) in Deployment mode.

. Select Manual in Connection mode.

o U1 b W N -

. Click + from the Hubs table to add the following VPN Concentrator hub information:

Primary VPNC—Enter the MAC address of the primary VPN Concentrator.
= Backup VPNC—(Optional) Enter the MAC address of the backup VPN Concentrator.
» IP Address—Enter the IP address of the VPN Concentrator.

= Source VLAN—Specify the source VLAN of the managed device if more than one IP address is
configured for the same VPN Concentrator.

Encryption—Specify the encryption method. It can be Factory Cert or Custom Cert.
. Click Submit.
. Click Pending Changes.
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. Inthe Pending Changes window, select the check box and click Deploy changes.

The managed devices and VPN Concentrator in a branch network must have IPv4 routes to determine how
each device must reach Mobility Master and its VPN peers over any intermediate public or private |IPv4
networks (underlay routes). Routes are also required to determine the internal networks that must be reached
by the branch devices through the overlay VPN tunnels (overlay routes).

Underlay Routes

To reach WAN or the internet, the VPN Concentrators in data centers can use static routes. In case of private
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WAN deployments, the administrators can configure Open Shortest Path First (OSPF) routes.

managed devices, however, use the default routes obtained from service providers through DHCP or PPPoE.
For private WAN deployments or MPLS routing, the administrators can configure static routes.

Overlay Routes

For overlay routes, the administrators can use IKEv2 extensions to dynamically learn networks from each
connected branch. The routes can be populated in the forwarding table for each VPN Concentrator as static
routes. These routes can also be redistributed into OSPF. The administrators can define static routes for each
destination network and VPN Concentrator, and then configure VPN Concentrators to redistribute routes at
different costs to prevent routing loops.

Configuring Static IP Routes

For overlay routing using static IP routes, ensure that you define static routes for each branch network and
data center as follows:

m Static routes for each branch network must be defined on the router in the data center.

m Static routes for each branch network must be defined on the VPN Concentrator for each remote network,
peer, and link.

m Static routes for each data center or a hub site must be defined for each managed device.

Creating a Static IP Route

To configure a static IP route, complete the following steps:
1. Inthe Managed Network node hierarchy, navigate to Configuration> Interfaces > IP Routes tab.
2. Expand IP Routes and click + to add a static route to a destination network or host.

3. Enter the IP address and netmask for the Destination IP address and Destination network mask,
respectively.

4. Configure a forwarding setting:

= Using Forwarding Router Address—Enter the next hop IP address in dotted decimal format

(A.B.C.D). You can also enter the distance metric (cost) for this route. The cost prioritizes routing to the
destination. The lower the cost, the higher the priority.

= Using IPsec Tunnel to VPNC—Select the VPN Concentrator and the uplink to use. Select this option
for a Hub and Spoke VPN configuration. For more information, see Hub and Spoke VPN Configuration
on page 243.

= Using Site-to-Site IPsec—Enter the IPsec map name to use in a static IPsec route map. Select this
option for a site-to-site VPN. For more information, see Working with Site-to-Site VPNs on page 464.

s Using Null Interface—Designate a null interface.

ul

. Specify a value for the Cost.
. Click Submit.

(@)

Uplink Routing using Next-hop Lists

If the managed device uses policy-based routing to forward packets to a next-hop device, a next-hop list
ensures that if the primary next-hop device becomes unreachable, the packets matching the policy can still
reach their destination. AOS-W now also allows IPv6 next-hop lists in policy-based routing. For more
information on next-hop configuration, see Policy Based Routing on page 248.
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Defining Next-hop Lists

Perform the following steps to define a next-hop list:

1. In the Managed Network node hierarchy, navigate to the Configuration> Services> WAN tab.

2. Expand the Next Hop Configuration accordion.

3. (Optional) In the Health check probe interval field, specify the probe interval, in seconds.

The default value is 10 seconds.

4. (Optional) In the Pocket Burst per Probe field, specify the number of probes to be sent during the

probe interval.

The default value is 5 probes.

5. Click + below the NextHop Lists table to open the NextHop section that allows you to configure the
following next-hop settings:

Table 52: Managed Device Next-Hop Settings

Parameter Description

NextHop list name

Add a name for the new next-hop list.
NOTE: You cannot use the same name for both IPv4 and IPv6 next-hop lists.

IP version Select either IPv4 or IPv6 from the drop-down list, which you want to assign for the
new next-hop list.
NextHops IPv4 or IPv6 address of the next-hop device or the VLAN ID of the VLAN used by the

next-hop device. If the VLAN gets an IPv4 address using DHCP, and the default
gateway is determined by the VLAN interface, the gateway IP is used as the next-
hop IP address.
m Click + to open the Add IPv4 NextHop pop-up window, if you selected IPv4
option in the IP version field. In the Add IPv4 NextHop pop-up window, select
one of the following radio buttons:
® |P— Enter the IPv4 address and priority of the next-hop device In the IP
address and Priority fields respectively.
® DHCP— Enter the VLAN ID and priority of the next-hop device In the VLAN
ID and Priority fields respectively.
m Click + to open the Add IPv6 NextHop pop-up window, if you selected IPv6
option in the IP version field.
In the Add IPv6 NextHop pop-up window, enter the IPv6 address and priority of
the next-hop device in the IPv6 address and Priority fields.
Use the optional Priority field to assign priority to next-hop device. The range is
1-255 and default value is 128.
NOTE: You can configure a maximum of 16 next-hop devices for a next-hop list, and
a maximum of 32 next-hop lists are currently supported.
NOTE: You cannot configure IPv6 multicast, link-local, unspecified, loopback, and
subnet anycast addresses as IPv6 next-hop addresses.

IPsec map name

A next-hop list may require policy-based redirection of traffic to different VPN
tunnels. Select an IPsec map to redirect traffic through IPsec tunnels.

Click + to open the Add New IPsec Map pop-up window. Select either Using site-
to-site IPSec or Using IPSec Tunnel to VPNC option from the drop-down list of
Forward Settings field, and specify the priority in the Priority field.

NOTE: For IPv6 address, only Using site-to-site IPSec option is supported under
Forward Settings field.

Preemptive-failover

If preemptive failover is disabled and the highest-priority device on the next-hop list
is disabled, the new primary next-hop device remains the primary even when the
original device comes back online.
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6. Click Submit.
7. Click Pending Changes.

8. In the Pending Changes window, select the check box.

9. Click Deploy Changes.

Policy Based Routing

A policy-based routing rule is an ACL that can forward traffic as normal, or route traffic over a VPN tunnel
specified by an IPsec map, routed to a next-hop router on a next-hop list, or redirected over an L3 GRE tunnel

or tunnel group.

AOS-W now also supports IPv6 address in policy-based routing rule.

A Policy Based Routing rule does not become active until it is applied to a VLAN interface or user role.

HNOTE

Associating PBR Rule with Managed Device

To associate a policy based routing rule with a managed device:

1. In the Managed Network node hierarchy, navigate to the Configuration> Services > WAN tab.

2. Expand the Policy-Based Routing accordion.

3. Click + below the Policies table to create a new policy.

4. Enter the Policy Name in the New Routing Policy pop-up window and click Submit.
The policy type (route) is predefined in this window.

5. Select the policy created in the Policies table.

The Policy > (policy name) table is displayed.

6. Click + to add a new policy.

7. The New Rule pop-up window opens.

8. Select one of the following rule types:

= Access Control: Applies the rule to all traffic, or traffic using a specific service, protocol, or
TCP/UDP port or range of ports.

= Application: Applies a rule to a traffic for an application or application category.

The Application rule type is not supported for IPv6 traffic.

HOTE

9. Configure the rule parameters.

Table 53: Policy Based Routing ACL Rule Parameters

Field Description

IP version Select either IPv4 or IPv6 from the drop-down list to specify whether the policy applies to IPv4 or
IPv6 traffic.

Source Source of the traffic, which can be one of the following:

(required) m Any: Acts as a wildcard and applies to any source address.

m User: This refers to traffic from the wireless client.
m Host: This refers to traffic from a specific host. When this option is chosen, you must
configure the IP address of the host.
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Field Description

m Network: This refers to a traffic that has a source IP from a subnet of IP addresses. When
this option is chosen, you must configure the IP address and network mask of the subnet.
m Alias: This refers to using an alias for a host or network. You configure the alias by navigating
to the Configuration > Advanced Services > Stateful Firewall > Destination page.
NOTE: When you select IPv6 option in the IP version field, only Any, Host, and Network options
are available as source of the traffic.
NOTE: You cannot configure IPv6 multicast, link-local, unspecified, loopback, and subnet anycast
addresses as IPv6 source addresses.

Destination | Destination of the traffic, which can be configured in the same manner as source.

(required) NOTE: When you select IPv6 option in the IP version field, only Any, Host, and Network options
are available as destination of the traffic.

NOTE: You cannot configure IPv6 multicast, link-local, unspecified, loopback, and subnet anycast
addresses as IPv6 destination addresses.

IPv6 (Optional) Enter the IPv6 address to associate the policy to IPv6 traffic.

address NOTE: This field is visible only when you select Host under Source or Destination fields.
IPv6 (Optional) Enter the subnet mask for the IPv6 address.

netmask NOTE: This field is visible only when you select Network under Source or Destination fields.

Service/APP | If you are creating an access control rule, select a type of traffic, which can be one of the following:
m protocol: Using this option, you specify a different layer 4 protocol (other than TCP/UDP) by
configuring the IP protocol value.

m any: This option specifies that this rule applies to any type of traffic.

m service: Using this option, you use one of the pre-defined services (common protocols such

as HTTPS, HTTP, and others) as the protocol to match for the rule to be applied. You can also

specify a network service that you have manually configured. For details, see Creating a

Network Service Alias on page 479.

m tcp: A range of TCP port(s) that must be used by the traffic in order for the rule to be applied.

m udp: A range of UDP port(s) hat must be used by the traffic in order for the rule to be applied.
NOTE: : When you select IPv6 option in the IP version field, only Any option is available as
Service/App of the traffic.
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Field Description

Scope

If you are creating an application rule, select a type of traffic, which can be one of the following:
m application: Create a rule that applies to a specific application type. Click the Application
drop-down list and select an application type.

m application category: Create a rule that applies to a specific application category. Click the
Application Category drop-down list and select a category type.

Action
(required)

The action that you want the Switch to perform on a packet that matches the specified criteria. This
can be one of the following:
m Forward Regularly: Packets are forwarded to their next destination without any changes.
m Forward to ipsec-map: Packets are forwarded through an IPsec tunnel defined by the
specified IPsec map. You must specify the position of the forwarding or routing rule. (1 is first,
default is last)
m Forward to next-hop-list: packets are forwarded to the highest priority active device on the
selected next hop list. You must also specify the position of the forwarding or routing rule (1 is
first, default is last). For more information on next-hop lists, see Uplink Routing using Next-hop
Lists on page 246
m Forward to tunnel: Packets are forwarded through the tunnel with the specified tunnel ID.
You must also specify the position of the forwarding or routing rule (1 is first, default is last). For
more information on GRE tunnels, see GRE Tunnels on page 98.
m Forward to tunnel group: Packets are forwarded through the active tunnel in a GRE tunnel
group. You must also specify the position of the forwarding or routing rule (1 is first, default is
last). For more information on tunnel groups, see GRE Tunnel Groups on page 106.
NOTE: When you select IPv6 option in the IP version field, only Forward Regularly, and Route to
next-hop-list options are available.

Position

(Optional) Define a position for the rule in the ACL. Rules processed according to their position
numbers, and new Rules are added at the end of an ACL by default. A position of 1 puts the rule at
the top of the list.

10. Click Submit.
11. Click Pending Changes.
12.Inthe Pending Changes window, select the check box and click Deploy Changes.

Address Pool Management

Each managed device supports one or more client DHCP pools; a pool of IP addresses that can be assigned to
clients associated to that managed device, or to the node itself. In addition to the DHCP pool, the Mobility
Master also allows you to create separate pools of addresses a managed device can use to dynamically assign
to its uplink VLANS, use for NAT translation, or use to create a GRE tunnel to the Mobility Master. These
address pools are pushed out to each managed node when it comes up on the network. If a managed node is
removed from the master, the IP addresses allocated to that managed device can be reused and reassigned to
a new managed node.

AQS-W supports the following pool types:

s DHCP Address Pools on page 251—When you create DHCP pool for a configuration group, that pool

defines a set of IP addresses that can be assigned to client associated to managed devices in that group.

m VLAN Pools on page 252—Mobility Master must have a separate VLAN pool defined for each VLAN used by

its managed device. AVLAN pool allocates a static, continuous block of multiple IP addresses to each
managed device. The managed device acts as a DNS proxy server and dynamically assign IP addresses from
its allocated pool to each AP or client on the VLAN.

m Tunnel Pools on page 253—The tunnel pool on a managed node defines a range of IP addresses that the

managed node uses to create a GRE tunnel within the IPsec tunnel back to the Mobility Master. Unlike VLAN
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pools, which allocates multiple addresses to each managed node VLAN, the tunnel DHCP pool assigns a
single tunnel IP address to each managed node.

m  NAT Pools on page 253—Used by the managed device for source NAT translation. You can use a NAT pool
to create a firewall policy rule to perform NAT on packets matching the rule.

m VPN Pools on page 254—The VPN pool defines a group of IP addresses assigned to VPN clients.

DHCP Address Pools

Use the Configuration > Services > DHCP Server page to configure a pool of DHCP addresses. The
managed device can use one of the addresses from this pool for its own IP address, and/or assign addresses in
the pool to clients associating to that node.

Configuring DHCP Address pool
To configure a DHCP address pool:
1. In the Managed Network node hierarchy, navigate to Configuration > Services > DHCP > DHCP
Server.
2. Click + below the Pool Configuration table.
3. Define the following values for the pool, then click Submit.
4. Click Pending Changes.
5. In the Pending Changes window, select the check box and click Deploy Changes.

Table 54: DHCP Pool Configuration Parameters

Parameter Description

IP version Assign IPv4 or IPv6 addresses
Pool Name Give a name to the new address pool
Default router IP address of the default router for the DHCP client. The client should be on the same

subnetwork as the default router. You can specify up to eight IP addresses.

DNS Server IP address of the DNS server. You can specify up to eight IP addresses. Multiple IP
addresses must be separated by spaces.

Import from Select this option to use the DNS server address obtained through PPPoE or DHCP.

DHCP/PPPoE

Domain Name Domain name to which the client belongs.

WINS IP address of a NetBIOS Windows Internet Naming Service server. You can specify up

to eight IP addresses. Multiple IP addresses must be separated by spaces.

Import from Use the NetBIOS name server address obtained through PPPoOE or DHCP.
DHCP/PPPoE

Lease Days The number of days that the assigned IP address is valid for the client.
Lease Hours The number of hours that the assigned IP address is valid for the client.
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Parameter Description

Lease Minutes The number of minutes that the assigned IP address is valid for the client.

Network Choose Static to add a static IP address and netmask to the pool, or select Dynamic
IP Address Type to define a range of addresses that the DHCP server may assign to clients.

m [f you select Static, enter an IP address and netmask.

m [f you select Dynamic, enter the starting and ending IP address for the address
range, as well as the maximum number of hosts to be supported by the pool.

Option Click + in Option to apply a client-specific option code and IP address or text string.
See RFC 2132, “DHCP Options and BOOTP Vendor Extensions”.

Assigning DHCP Address Pool to VLAN
To assign a DHCP address pool to a VLAN:

1. In the Managed Network node hierarchy, navigate to the Configuration > interfaces > VLANS tab.

2. Inthe VLANSs table, select the name of the VLAN to which you want to assign the DHCP pool. AVLANS >
(selected VLAN) table appears

. Select the VLAN ID of the VLAN to use the address pool. The Port Members table opens.

. Inthe Port Members table, select the IPv4 subtab and expand the IP Address Assignment accordion.
. For IP assignment, select DHCP Pool.

. Click the DHCP pool drop-down list and select a DHCP to associate to the VLAN.

. Click Submit.

. Click Pending Changes.
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. Inthe Pending Changes window, select the check box and click Deploy Changes.

VLAN Pools

You can create address pools for VLAN and assign them to the required VLAN interfaces. This topic includes the
following sections:

m Creating Address Pools for VLANs on page 252

m  Assigning Address Pool to VLAN on page 253

Creating Address Pools for VLANSs

To create a VLAN pool for uplink interfaces on a managed device:
1. In the Managed Network node hierarchy, navigate to Configuration > Interfaces> Pool
Management tab.

. Expand the VLAN Pools accordion.

. Click + below the VLAN Pools table to create a new VLAN pool

. In the Pool name field, enter a name to the new pool.

. Inthe Start IP address field, enter the IP address at the start of the range of addresses.

. Inthe End IP address field, enter the IP address at the end of the range of addresses.

. Click Submit.

. Click Pending Changes.
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. Inthe Pending Changes window, select the check box and click Deploy Changes.
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Assigning Address Pool to VLAN
To assign a VLAN address pool to a VLAN:

1. Navigate to Configuration > interfaces > VLAN tab.

2. Inthe VLANS table, select the name of the VLAN to which you want to assign the DHCP pool. AVLANS >
(selected VLAN) table appears

3. Select the VLAN ID of the VLAN to use the address pool. The Port Members table opens.
4. In the Port Members table, select the IPv4 subtab.

5. For IP assignment, and select VLAN Pool.

6. Click the VLAN Pool drop-down list and select a DHCP to associate to the VLAN.

Tunnel Pools

Use tunnel pools to create a pool of IP addresses used by the managed device to create a GRE tunnel to the
Mobility Master. Each managed device uses a single IP address from this pool.

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces> Pool
Management tab.

2. Expand the Tunnel Pools accordion.

. Click + below the Tunnel Pools table to create a new VLAN pool

. In the Pool name field, enter a name to the new pool.

. Inthe Start IP address field, enter the IP address at the start of the range of addresses.

. Inthe End IP address field, enter the IP address at the end of the range of addresses.

. Click Submit.

. Click Pending Changes.
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9. Inthe Pending Changes window, select the check box and click Deploy Changes.
To associate a tunnel pool to a GRE tunnel:

1. Inthe Managed Network node hierarchy, navigate to Configuration > Interfaces > GRE Tunnels
tab.

2. Select an entry in the GRE Tunnels table to associate a tunnel pool to that GRE tunnel.
3. Inthe IPv4 Address Type field, select the Dynamic option.

4. Click the Dynamic IP Address Pool drop-down list and select a tunnel pool.

5. Click Submit.

6. Click Pending Changes.

7. Inthe Pending Changes window, select the check box and click Deploy Changes.

NAT Pools
To create a pool of addresses the managed device can use for Network Address Translation:

1. Inthe Managed Network node hierarchy, navigate to the Configuration > Interfaces> Pool
Management tab.

1. Expand the VLAN Pools section

2. Click + below the VLAN Pools table to create a new VLAN pool.

3. Inthe Pool name field, enter a name to the new pool.

4. In the Start IP address field, enter the IP address at the start of the range of addresses.
5. Inthe End IP address field, enter the IP address at the end of the range of addresses.
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6. Click Submit.
7. Click Pending Changes.
8. In the Pending Changes window, select the check box and click Deploy Changes.

Nat pools can associated to firewall policy rules and VPN configurations.

m Forinformation on creating a firewall policy rule that uses the NAT pool to performs NAT translation on
matching packets, see Configuring Firewall Policies on page 474.

m To apply network address translation to VPN clients, navigate to Configuration > Services > VPN >
General VPN, enable the Source-NAT option, then click the NAT drop-down list and select the NAT pool
you just created.

VPN Pools
To create a pool of addresses used by VPN clients:

. In the Managed Network node hierarchy, navigate to Configuration > Services > VPN.

. Expand the General VPN accordion.

. Click + below the Address Pools table to create a new VPN address pool

. In the Pool name field, enter a name to the new pool.

. Inthe Start address IPV4 or V6 field, enter the IP address at the start of the range of addresses.
.Inthe End address IPV4 or V6 field, enter the IP address at the end of the range of addresses.

. Click Submit.

. Click Pending Changes.
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. Inthe Pending Changes window, select the check box and click Deploy Changes.

Configuring WAN Authentication Survivability

Enable WAN survivability for managed devices on your network by navigating to the Configuration >
Authentication> Advanced tab, then selecting the Survivability tab.

The survivability settings on this tab are described in Table 55.

| | For additional information on WAN Authentication Survivability, including authentication workflows and supported
client and authentication types see the WAN Authentication Survivability Overview on page 228.

NOTE

Table 55: WAN Authentication Survivability for a Managed Device

Parameter Description

Enable Auth-Survivability | This parameter controls whether to use the Survival Server when no other
authentication servers in the server group are in-service.

This parameter also controls whether to store the user access credential in the
Survival Server when it is authenticated by an external RADIUS or LDAP server in
the server group. Authentication Survivability is enabled or disabled at each
managed device. This parameter is disabled by default.

NOTE: Authentication Survivability will not activate if Authentication Server Dead
Time is configured as 0. For more information on configuring Authentication Server
Dead Time, see Configuring Authentication Timers on page 216.
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Table 55: WAN Authentication Survivability for a Managed Device

Parameter Description

Authentication Server This parameter allows you to view the name of the server certificate used by the
Certificate local Survival Server. The local Survival Server is provided with a default server
certificate from AOS-W. The customer server certificate must be imported into the
managed device first, and then you can assign the server certificate to the local
Survival Server.

Cache Lifetime (hrs) This parameter specifies the lifetime in hours for the cached access credential in
the local Survival Server. When the specified cache-lifetime expires, the cached
access credential is deleted from the managed device.

Configured authentication servers are put into the out-of-service state when
authentication requests time out. The managed device picks the next server from
the server group when the previous server times out or fails.

When there are no more servers available from the server group, the local Survival
Server processes the authentication request. When the client is authenticated with
the local Survival Server, the previously stored Key Reply attributes are included in
the RADIUS response.

The Cache Lifetime range is from 1 to 168 hours. The default is 24 hours.

Certificate Type Select the certificate to be used for client authentication.

Preventing WAN Link Failure on Virtual APs

In managed device deployments, the managed devices are connected across the WAN link from the Mobility
Master to the RADIUS server. AWAN link outage will result in service outage as new users cannot be
authenticated to 802.1X Virtual APs. This feature provides limited connectivity to managed devices even when
the WAN link is down. To provide connectivity when the WAN link is down, open and PSK SSID Virtual APs are
available at all times and the user can connect to these Virtual APs instead of the main 802.1X Virtual AP.

Currently, this feature is targeted for Campus APs in managed device deployments.

HNOTE

When all the WAN links are down, an AP management module in the Switch updates the link state using the
notification it receives from the health check manager. Depending on the link state, the new set of Virtual APs
are made available to the users, ensuring minimum service depending on the deployment. The Virtual APs for
WAN link failure feature can be configured using the Mobility Master WebUI or command-line interface.
To prevent the WAN link failure on virtual APs using the WebUI, complete the following steps:

1. Inthe Managed Network node hierarchy, navigate to the Configuration> System> Profiles tab.

2. Inthe All Profiles pane, expand the Wireless LAN menu.

3. Expand the Virtual AP menu.

4. Select an existing virtual AP profile.

5. Expand the Advanced accordion.

6. The WAN Operation Mode drop-down list supports the primary, always, and backup WAN modes. To
enable WAN link failure, set this mode to backup.

7. Click Submit.
8. Click Pending Changes.
9. Inthe Pending Changes window, select the check box and click Deploy Changes.

AOS-W 8.6.0.0 | User Guide Managed Devices at Branch Offices |



Managed Device Integration with a Palo Alto Networks Portal

Managed devices can leverage their networks' existing Palo Alto infrastructure to access more advanced
security services, including antivirus services, malware detection and seamless integration with the Palo Alto
Networks WildFire™ cloud-based threat detection.

Overview

Enable Palo Alto firewall integration on Mobility Master to securely redirect internet inbound traffic from
managed devices into the PAN firewall. Although this configuration setting can be used on a stand-alone
Mobility Master, this feature can only be used in this types of deployments when used in conjunction with the
Uplink VLAN manager feature.

The uplink VLAN manager is enabled by default on managed device uplinks. Stand-alone Mobility Masters
using the PAN portal feature must enable the uplink VLAN manager using the uplink command in the Mobility
Master command-line interface.

Figure 31 Managed Device and PAN Firewall Integration
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Integration Workflow

The following steps describes the work flow to integrate a managed device with a Palo Alto Networks Large-
Scale VPN firewall.

1. Palo Alto Portal certificates are installed on Mobility Master, and the managed device is configured with
the Palo Alto portal IP address or FQDN, Palo Alto certificate, and the username and password for device
authentication using the Configuration > Services > External Services > PAN Portal section of the
Mobility Master WebUI.

2. The managed device is provisioned via the basic setup dialog.
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3. The Palo Alto portal may be configured with the device number (a text string comprised of the device
serial number followed by its MAC address) of the managed device at each remote office site. This allows
the managed device to bypass the username and password challenge to authenticate to the portal.

4. The managed device initiates a secure connection to the Palo Alto portal. Once the managed device is
authenticated, the Palo Alto portal sends the managed device a list of PAN gateways and priority levels.

Once the managed device is authenticated, that device appears in the PAN satellite list, as shown in the

figure below.

Figure 32 Palo Alto Networks Active Satellites List
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5. The managed device uses the Palo Alto Networks gateway list and credentials from the portal to contact
all PAN gateways. Each PAN gateway sends the managed device information that allows the managed
device to automatically create a secure IPsec tunnel and exchange branch subnet routes with each PAN
gateway.

6. The managed device maintains a priority list of IPsec tunnels to each PAN gateway to enable failover in
the event a PAN gateway becomes unreachable.

7. Policy-based routing ACL on the managed device selectively routes traffic to the PAN gateways.
8. Traffic redirected from the managed device is inspected via the Palo Alto Networks firewall.

Configuration Prerequisites

The Palo Alto Networks Large-Scale VPN framework can integrate with a managed device by establishing an
IPsec tunnel between the firewall and the managed device. Integrating a Palo Alto Networks firewall with a
managed device requires that all user traffic is routed, so it can be managed by a policy-based routing access
control list.

The following certificate requirements must be fulfilled before the managed device can integrate with the Palo
Alto Networks Large-Scale VPN framework:

m The Large-Scale VPN framework must be installed and active on your network. For more information on
configuring Palo Alto Networks products, refer to the Palo Alto Networks Technical Documentation portal.

m The CA certificate used by the Palo Alto portal must be installed on Mobility Master, so that it can be pushed
down to the managed device.

= Onthe PAN gateway devices, you must enable the accept published routes option, and the devices must
install the server certificates derived from the management portal root CA.

In deployments with multiple PAN firewalls, you must configure the PAN management portal with a list of
gateways and the priorities for each PAN gateway. Even if the PAN management portal uses serial number
registration with preregistered serial numbers or MAC addresses, best practice is to configure LDAP, Radius,
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Kerberos or Local Database authentication as well. This allows a managed device to authenticate to the portal
even if the portal does not recognize the managed device's MAC address.

Configuring PAN Portal settings

Pan portal settings must be defined via a managed device (/md) configuration. The Mobility Master
configuration node (/mm) does not support PAN portal settings.
1. From a Managed Network node hierarchy, navigate to the Configuration > Services > External
Services tab.
2. Expand the PAN Portal accordion.
3. Define values for the configuration settings described in Table 56.

Table 56: PAN Portal Settings

Parameter Description

Portal IP/FQDN The IP address or FQDN of the portal.

Trusted Certificate Specify the name of the self-signed or external CA certificate to establish an SSL
connection to the portal.

User Name Username to authenticate to the Palo Alto Networks portal.

Password Password to authenticate to the Palo Alto Networks portal.
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Chapter 13
802.1X Authentication

802.1X is an |EEE standard that provides an authentication framework for WLANs. 802.1X uses the EAP to
exchange messages during the authentication process. The authentication protocols that operate inside the
802.1X framework that are suitable for wireless networks include EAP-TLS, PEAP, and EAP-TTLS. These
protocols allow the network to authenticate the client while also allowing the client to authenticate the
network.

This chapter describes the following topics:

m  Understanding 802.1X Authentication on page 259

m  Configuring 802.1X Authentication on page 262

m  Sample Configurations on page 272

m Performing Advanced Configuration Options for 802.1X on page 289

Other types of authentication not discussed in this section can be found in the following sections of this guide:

m Captive portal authentication: Configuring Captive Portal Authentication Profiles on page 333

m VPN authentication: Planning a VPN Configuration on page 443

m  MAC authentication: Configuring MAC-Based Authentication on page 220
m Stateful 802.1X, stateful NTLM, and WISPr authentication: Stateful and WISPr Authentication on page 301

Understanding 802.1X Authentication

802.1X authentication consists of three components:

m Thesupplicant, or client, is the device attempting to gain access to the network. You can configure the
Alcatel-Lucent user-centric network to support 802.1X authentication for wired users and wireless users.

m The authenticator is the gatekeeper to the network and permits or denies access to the supplicants.

m The Alcatel-Lucent managed device acts as the authenticator, relaying information between the
authentication server and supplicant. The EAP type must be consistent between the authentication server
and supplicant, and is transparent to the managed device.

The authentication server provides a database of information required for authentication, and informs the
authenticator to deny or permit access to the supplicant.

The 802.1X authentication server is typically an EAP-compliant RADIUS server which can authenticate either
users (through passwords or certificates) or the client computer.

An example of an 802.1X authentication server is the IAS in Windows (see http://technet.microsoft.com/en-
us/library/cc759077(WS.10).aspx).

In Alcatel-Lucent user-centric networks, you can terminate the 802.1X authentication on the managed
device. The managed device passes user authentication to its internal database or to a backend non-802.1X
server. This feature, also called AAA FastConnect, is useful for deployments where an 802.1X EAP-compliant
RADIUS server is not available or required for authentication.

Starting from AOS-W 8.4.0.0, the 802.1X authentication process is not part of the authentication manager.
This enhancement allows the server to run multiple instances of new process for better performance.

This enhancement provides the following support:

m Thelogs that are part of 802.1X authentication are now listed in the 802.1X process instead of the
authentication manager.
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When you enable the logs for the authentication server, the logs for the 802.1X process is automatically
updated.

Starting from AOS-W 8.4.0.0, the managed devices support EAP-TLS fragmentation as part of 802.1X
authentication in non-termination mode. EAP-TLS fragmentation reduces RADIUS timeouts when:

The size of an EAP packet exceeds 1500 bytes.

A firewall exists between a managed device and an external authentication server but the external
authentication server does not support RadSec.

A firewall drops out-of-order IP fragments.
A network uses active-active firewall and IP reassembly is incomplete

When enabled, configure a value of the IP MTU, with a minimal value of 576 bytes, to support EAP-TLS
fragmentation.

Supported EAP Types

Following is the list of supported EAP types:

PEAP — PEAP is an 802.1X authentication method that uses server-side public key certificates to
authenticate clients with the server. The PEAP authentication creates an encrypted SSL or TLS tunnel
between the client and the authentication server. The exchange of information is encrypted and stored in
the tunnel to ensure that the user credentials are kept secure.

EAP-GTC—The EAP-GTC type uses clear text method to exchange authentication controls between the client
and the server. Since the authentication mechanism uses the one-time tokens (generated by the card), this
method of credential exchange is considered safe. In addition, EAP-GTC is used in PEAP or TTLS tunnels in
wireless environments. The EAP-GTC is described in RFC 2284.

EAP-AKA—The EAP-AKA authentication mechanism is typically used in mobile networks that include UMTS
and CDMA 2000. This method uses the information stored in the SIM for authentication. The EAP-AKA is
described in RFC 4187.

EAP-FAST—The EAP-FAST is an alternative authentication method to PEAP. This method uses the PAC for
verifying clients on the network. The EAP-FAST is described in RFC 4851.

EAP-MD5—The EAP-MD5 method verifies MD5 hash of a user password for authentication. This method is
commonly used in a trusted network. The EAP-MD5 is described in RFC 2284.

EAP-POTP—The EAP type 32 is supported. Complete details are described in RFC 4793.

EAP-SIM—The EAP-SIM uses GSM SIM for authentication and session key distribution. This authentication
mechanism includes network authentication, user anonymity support, result indication, and fast re-
authentication procedure. Complete details about this authentication mechanism is described in RFC 4186.
EAP-TLS—The EAP-TLS uses PKI to set up authentication with a RADIUS server or any authentication server.
This method requires the use of a client-side certificate for communicating with the authentication server.
The EAP-TLS is described in RFC 5216.

EAP-TLV—The EAP-TLV method allows you to add additional information in an EAP message. Often this
method is used to provide more information about an EAP message such as status information or
authorization data. This method is always used after a typical EAP authentication process.

EAP-TTLS—The EAP-TTLS method uses server-side certificates to set up authentication between clients and
servers. The actual authentication is, however, performed using passwords. Complete details about EAP-
TTLS is described in RFC 5281.

LEAP— LEAP uses dynamic WEP keys and mutual authentication between the client and the RADIUS server.

ZLXEAP—ZonelLabs EAP is an EAP method that has been allocated EAP Type 44 by IANA. For more
information, visit http://tools.ietf.org/html/draft-bersani-eap-synthesis-sharedkeymethods-00#page-30.
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Configuring Authentication with a RADIUS Server

See Table 57 for an overview of the parameters that you need to configure on authentication components
when the authentication serveris an 802.1X EAP-compliant RADIUS server.

Figure 33 802.1X Authentication with a RADIUS Server
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The supplicant and the authentication server must be configured to use the same EAP type. The managed
device does not need to know the EAP type used between the supplicant and authentication server.

For the managed device to communicate with the authentication server, you must configure the IP address,
authentication port, and accounting port of the server on the managed device. The authentication server must
be configured with the IP address of the RADIUS client, which is the managed device in this case. Both the
managed device and the authentication server must be configured to use the same shared secret.

NOTE

Additional information on EAP types supported in a Windows environment, Microsoft supplicants, and
authentication servers, is available at http://technet.microsoft.com/en-us/library/cc782851(WS.10).aspx.

The client communicates with the managed device through a GRE tunnel to form an association with an AP and
to get authenticated in the network. Therefore, the network authentication and encryption configured for an
ESSID must be the same on both the client and the managed device.

Configuring Authentication Terminated on a Managed Device

User authentication is performed either via the managed device's internal database or a non-802.1X server.
See 802.1X Authentication Profile WebU| Parameters on page 263 for an overview of the parameters that you
need to configure on 802.1X authentication components when 802.1X authentication is terminated on the
managed device (AAA FastConnect).
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Figure 34 802.1X Authentication with Termination on Managed device
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In this scenario, the supplicant is configured for EAP-TLS or EAP-PEAP.

m EAP-TLS is used with smart card user authentication. A smart card holds a digital certificate which, with the
user-entered PIN, allows the user to be authenticated on the network. EAP-TLS relies on digital certificates
to verify the identities of both the client and the server.

EAP-TLS requires that you import server and CA certificates onto the managed device (see Configuring
802.1X Authentication on page 262). The client certificate is verified on the managed device (the client
certificate must be signed by a known CA) before the username is checked on the authentication server.

m EAP-PEAP uses TLS to create an encrypted tunnel. Within the tunnel, one of the following “inner EAP"
methods is used:

e EAP-GTC: Described in RFC 2284, this EAP method permits the transfer of unencrypted usernames and
passwords from client to server. The main uses for EAP-GTC are one-time token cards such as SecurelD
and the use of an LDAP or RADIUS server as the user authentication server. You can also enable caching
of user credentials on the managed device as a backup to an external authentication server.

e EAP-Microsoft MS-CHAPv2: Described in RFC 2759, this EAP method is widely supported by Microsoft
clients. A RADIUS server must be used as the backend authentication server.

If you use the internal database of the managed device for user authentication, you need to add the names
and passwords of the users to be authenticated. If you use an LDAP server for user authentication, you need
to configure both the LDAP server and the user IDs and passwords on the managed device. If you use a
RADIUS server for user authentication, you need to configure the RADIUS server on the managed device.

Configuring 802.1X Authentication

On the managed device, use the following steps to configure a wireless network that uses 802.1X
authentication:

1. Configure the VLANSs to which the authenticated users will be assigned. See Network Configuration
Parameters on page 80.

2. Configure policies and roles. You can specify a default role for users who are successfully authenticated
using 802.1X. You can also configure server derivation rules to assign a user role based on attributes
returned by the authentication server; server-derived user roles take precedence over default roles. For
more information about policies and roles, see Roles and Policies on page 474.

The Policy Enforcement Firewall Virtual Private Network module provides identity-based security for wired and
E wireless users and must be installed on the managed device. The stateful firewall allows user classification based on

user identity, device type, location, and time of day to provide differentiated access for different classes of users. For
information about obtaining and installing licenses, refer to the Alcatel-Lucent Mobility Master Licensing Guide.

HOTE

3. Configure the authentication server(s) and server group. The server can be an 802.1X RADIUS server or, if
you use AAA FastConnect, a non-802.1X server or the internal database of the managed device. If you use
EAP-GTC within a PEAP tunnel, configure an LDAP or RADIUS server as the authentication server (see
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Authentication Servers on page 188). If you use EAP-TLS, import server and CA certificates on the managed
device (see Configuring and Using Certificates with AAA FastConnect on page 268).

4. Configure the AAA profile:
Select the 802.1X default user role.
Select the server group you previously configured for the 802.1X authentication server group.

.
5. Configure the 802.1X authentication profile. See Sample Configurations on page 272.
6. Configure the virtual AP profile for an AP group or for a specific AP:

Select the AAA profile you previously configured.

In the SSID profile, configure the WLAN for 802.1X authentication.

For details on how to complete the above steps, see Sample Configurations on page 272.

You can configure a new instance of an 802.1X authentication profile using the WebUI or the CLI:

In the WebUI
Perform the following steps to create and configure a new instance of an 802.1X authentication profile:
1. In a Managed Network node hierarchy, navigate to the Configuration > Authentication > L2
Authentication tab.
2.Inthe L2 Authentication table, select 802.1X Authentication.
3. Click + inthe 802.1X Authentication Profile: New Profile.
4. Enter a Profile Name.
5. Change the settings described in Table 57 as desired.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

Table 57: 802.1X Authentication Profile WebUI Parameters

Parameter Description

Max Authentication Number of times a user can try to log in with wrong credentials
Failures after which the user is blacklisted as a security threat. Set to 0
to disable blacklisting, otherwise enter a non-zero integer to
blacklist the user after the specified number of failures.

Range: 0-5 failures.

Default: O failure.

NOTE: This option may require a license.

Enforce Machine Select the Enforce Machine Authentication option to require
Authentication machine authentication. This option is also available on the Basic settings tab.
NOTE: This option may require a license.

Machine Default role assigned to the user after 802.1X authentication. The default role for
Authentication: this setting is the “guest” role.
Default Machine Role

Machine The timeout, in hours, for machine authentication. The allowed range of values is
Authentication Cache 1-1000 hours, and the default value is 24 hours.
Timeout
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Table 57: 802.1X Authentication Profile WebUI Parameters

Parameter Description

Blacklist on Machine
Authentication
Failure

Select this check box to blacklist a client if machine authentication fails. This
setting is disabled by default.

Machine
Authentication:
Default User Role

Default role assigned to the user after completing only machine authentication.
The default role for this setting is the “guest” role.

Interval between
Identity Requests

Interval, in seconds, between identity request retries.
Range: 1-65535 seconds.
Default: 5 seconds.

Quiet Period after
Failed Authentication

The enforced quiet period interval, in seconds, following failed authentication.
Range: 1-65535 seconds.
Default: 30 seconds.

Reauthentication
Interval

Interval, in seconds, between reauthentication attempts.
Range: 60-864000 seconds.
Default: 86400 seconds (1 day).

Use Server provided
Reauthentication
Interval

Select this option to override any user-defined reauthentication interval and use
the reauthentication period defined by the authentication server.

Use the termination -
action attribute from
the Server

Select this option to honor termination- action attribute from the server.

Multicast Key
Rotation Time
Interval

Interval, in seconds, between multicast key rotation.
Range: 60-864000 seconds.
Default: 1800 seconds.

Unicast Key Rotation
Time Interval

Interval, in seconds, between unicast key rotation.
Range: 60-864000 seconds. Default: 900 seconds.

Authentication Server
Retry Interval

Server group retry interval, in seconds.
Range: 2-65535 seconds.
Default: 5 seconds.

Authentication Server

Maximum number of authentication requests that are sent to server group.

Retry Count Range: 0-5 requests.
Default: 3 requests.
Framed MTU Sets the framed MTU attribute sent to the authentication server.

Range: 500-1500 bytes.
Default: 1100 bytes.

Max number of
requests sent during
an Auth attempt

Maximum number of times ID requests are sent to the client.
Range: 1-10 retries.
Default: 5 retries.

Maximum Number of
Reauthentication
Attempts

Number of times a user can try to log in with wrong credentials after which the
user is blacklisted as a security threat. Set to 0 to disable blacklisting, otherwise
enter a value from 0-5 to blacklist the user after the specified number of failures.
Default: 3 retries.

NOTE: If changed from its default value, this option may require a license.
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Table 57: 802.1X Authentication Profile WebUI Parameters

Parameter Description

Maximum number of
times Held State can
be bypassed

Number of consecutive authentication failures which, when reached, causes the
managed device to not respond to authentication requests from a client while
the managed device is in a held state after the authentication failure. Before this
number is reached, the managed device responds to authentication requests
from the client even while the managed device is in its held state.

(This parameter is applicable when 802.1X authentication is terminated on the
managed device, also known as AAA FastConnect.) The allowed range of values
for this parameter is 0-3 failures, and the default value is 0.

Dynamic WEP Key
Message Retry Count

Set the Number of times WPA or WPA2 key messages are retried.
Range: 1-5 retries.
Default: 1 retry.

Dynamic WEP Key
Size

The default dynamic WEP key size is 128 bits, If desired, you can change this
parameter to 40 bits.

Interval between
WPA/WPA2 Key
Messages

Interval, in milliseconds, between each WPA key exchanges.
Range: 1000-5000 ms.
Default: 1000 ms.

Delay between EAP-
Success and WPA2
Unicast Key Exchange

Interval, in milliseconds, between EAP-Success and unicast key exchanges.
Range: 0-2000 ms.
Default: 0 ms (no delay).

Delay between
WPA/WPA2 Unicast
Key and Group Key
Exchange

Interval, in milliseconds, between unicast and multicast key exchange. Time
interval in milliseconds.

Range: 0-2000.

Default: 0 (no delay).

Time interval after
which the PMKSA will
be deleted

The time interval after which the Pairwise Master Key Security Association cache
is deleted. Time interval in Hours.

Range: 1-2000.

Default: 8.

WPA/WPA2 Key
Message Retry Count

Number of times WPA or WPA2 key messages are retried.
Range: 1-5 retries.
Default: 3 retries.

Multicast Key
Rotation

Select this check box to enable multicast key rotation. This feature is disabled by
default.

Unicast Key Rotation

Select this check box to enable unicast key rotation. This feature is disabled by
default.

Reauthentication

Select the Reauthentication check box to force the client to do a 802.1X
reauthentication after the expiration of the default timer for reauthentication.
(The default value of the timer is 24 hours.) If the user fails to reauthenticate with
valid credentials, the state of the user is cleared. If derivation rules are used to
classify 802.1X-authenticated users, then the reauthentication timer per role
overrides this setting.

This option is disabled by default.

Opportunistic Key
Caching

By default, the 802.1X authentication profile enables a cached PMK which is
derived through a client and an associated AP. This key is used when the client
roams to a new AP. This allows clients faster roaming without a full 802.1X
authentication. Uncheck this option to disable this feature.
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Table 57: 802.1X Authentication Profile WebUI Parameters

Parameter Description

NOTE: Make sure that the wireless client (the 802.1X supplicant) supports this
feature. If the client does not support this feature, the client will attempt to
renegotiate the key whenever it roams to a new AP. As a result, the key cached
on the managed device can be out of sync with the key of the client.

Validate PMKID

This parameter instructs the managed device to check the PMKID sent by the
client. When you enable this option, the client must send a PMKID in the
associate or reassociate frame to indicate that it supports OKC or PMK caching;
otherwise, full 802.1X authentication takes place.

NOTE: This feature is optional, since most clients that support OKC and PMK
caching do not send the PMKID in their association request.

Use Session Key

Use Session key as the Unicast WEP key. This option is disabled by default.

Use Static Key

Use Static key as Unicast / Multicast WEP key. This option is disabled by default.

xSec MTU Maximum size used for xSec MTU.
Default: 1300
Termination Select this check box to allow 802.1X authentication to terminate on the

managed device. This option is disabled by default.

Termination EAP-Type

If you enable termination, click either EAP-PEAP or EAP-TLS to select a EAP
method.

Termination Inner
EAP-Type

If you use EAP-PEAP as the EAP method, specify one of the following

inner EAP types:
m eap-gtc: Described in RFC 2284, this EAP method permits the transfer of
unencrypted usernames and passwords from client to server. The main uses
for EAP-GTC are one-time token cards such as SecurelD and the use of LDAP
or RADIUS as the user authentication server. You can also enable caching of
user credentials on the managed device as a backup to an external
authentication server.
m eap-mschapv2: Described in RFC 2759, this EAP method is widely
supported by Microsoft clients.

Enforce Suite-B 128
bit or more security
level Authentication

Configure Suite-B 128 bit or more security level authentication enforcement.

Enforce Suite-B 128
bit or more security
level Authentication

Configure Suite-B 192 bit security level authentication enforcement.

Termination

Select the Termination check box to allow 802.1X authentication to terminate on
the managed device. This option is disabled by default.

Termination EAP-Type

If you enable termination, click either EAP-PEAP or EAP-TLS to select a EAP
method.

Termination Inner
EAP-Type

If you use EAP-PEAP as the EAP method, specify one of the following

inner EAP types:
m eap-gtc: Described in RFC 2284, this EAP method permits the transfer of
unencrypted usernames and passwords from client to server. The main uses
for EAP-GTC are one-time token cards such as SecurelD and the use of LDAP
or RADIUS as the user authentication server. You can also enable caching of
user credentials on the managed device as a backup to an external
authentication server.
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Table 57: 802.1X Authentication Profile WebUI Parameters

Parameter Description

m eap-mschapv2: Described in RFC 2759, this EAP method is widely
supported by Microsoft clients.

Token Caching

If you select EAP-GTC as the inner EAP method, you can select the Token
Caching check box to enable the managed device to cache the username and
password of each authenticated user. The managed device continues to
reauthenticate users with the remote authentication server. However, if the
authentication server is unavailable, the managed device will inspect its cached
credentials to reauthenticate users.

This option is disabled by default.

Token Caching Period

If you select EAP-GTC as the inner EAP method, you can specify the timeout
period, in hours, for the cached information. The default value is 24 hours.

CA-Certificate

Click the CA-Certificate drop-down list and select a certificate for client
authentication. The CA certificate needs to be loaded in the managed device
before it will appear on this list.

Server-Certificate

Click the Server-Certificate drop-down list and select a server certificate the
managed device will use to authenticate itself to the client.

NOTE: By default, the default-self-signed certificate is used as server
certificate. For more details on default-self-signed certificate, see Managing
Certificates on page 922.

TLS Guest Access

Select TLS Guest Access to enable guest access for EAP-TLS users with valid
certificates. This option is disabled by default.

TLS Guest Role

Click the TLS Guest Role drop-down list and select the default user role for EAP-
TLS guest users. This option may require a license.

Ignore EAPOL-START
after authentication

Select Ignore EAPOL-START after authentication to ignore EAPOL-START
messages after authentication. This option is disabled by default.

Handle EAPOL-Logoff

Select Handle EAPOL-Logoff to enable handling of EAPOL-LOGOFF messages.
This option is disabled by default.

Ignore EAP ID during
negotiation

Select Ignore EAP ID during negotiation to ignore EAP IDs during negotiation.
This option is disabled by default.

WPA-Fast-Handover

Select this option to enable WPA-fast-handover on phones that support this
feature. WAP fast-handover is disabled by default.

Check certificate
common name
against AAA server

If you use client certificates for user authentication, enable this option to verify

that the common name of the certificate exists in the server. This parameter is

enabled by default in the default-cap and default-rap VPN profiles, and disabled
by default on all other VPN profiles.

In the CLI

Execute the following command configures settings for an 802.1X authentication profiles. Individual
parameters are described in the previous table.

(host)

[mynode] (config) # aaa authentication dotlx {<profile>|countermeasures}

Configuring EAP-TLS Fragmentation

The following command configures EAP-TLS fragmentation in an 802.1X authentication profile.

(host)

[mynode] (config)

#aaa authentication dotlx eap-frag-mtu <ipmtu>
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Configuring and Using Certificates with AAA FastConnect
The managed device supports 802.1X authentication using digital certificates for AAA FastConnect.

m Server Certificate—A server certificate installed in the managed device verifies the authenticity of the
managed device for 802.1X authentication. Alcatel-Lucent managed device ship with a demonstration
digital certificate. Until you install a customer-specific server certificate in the managed device, this
demonstration certificate is used by default for all secure HTTP connections (such as the WebUI and captive
portal) and AAA FastConnect. This certificate is included primarily for the purposes of feature
demonstration and convenience, and is not intended for long-term use in production networks. Usersin a
production environment are urged to obtain and install a certificate issued for their site or domain by a well-
known CA. You can generate a CSR on the managed device to submit to a CA. For information on how to
generate a CSR and how to import the CA-signed certificate into the managed device, see Managing
Certificates on page 922.

m Client Certificates—Client certificates are verified on the managed device (the client certificate must be
signed by a known CA) before the username is checked on the authentication server. To use client certificate
authentication for AAA FastConnect, you need to import the following certificates into the managed device
(see Managing Certificates on page 922):

e Server certificate of the managed device
o CAcertificate for the CA that signed the client certificates

In the WebUI
Perform the following steps to configure the server certificate and CA certificate:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Authentication > L2
Authentication tab.
2. Select 802.1X Authentication.
3. Select the default 802.1X authentication profile to display configuration parameters.
4. Select the Termination check box.

5. Select the server certificate imported into the managed device from the Server-Certificate drop-down
list.

6. Select the CA certificate imported into the managed device from the CA-Certificate drop-down list.
7. Click Submit as and enter a name for the 802.1X authentication profile. Click Save.

8. Click Pending Changes.

9. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following commands to configure the server certificate and CA certificate:

(host) [mynode] (config) # aaa authentication dotlx <profile>
termination enable
server—-cert <certificate>
ca-cert <certificate>

Configuring User and Machine Authentication

When a Windows device boots, it logs onto the network domain using a machine account. Within the domain,
the device is authenticated before computer group policies and software settings can be executed; this process
is known as machine authentication. Machine authentication ensures that only authorized devices are allowed
on the network.
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You can configure 802.1X for both user and machine authentication (select the Enforce Machine
Authentication option described in Table 57). This tightens the authentication process further, since both the
device and user need to be authenticated.

Working with Role Assignment with Machine Authentication Enabled

When you enable machine authentication, there are two additional roles you can define in the 802.1X
authentication profile:

m  Machine authentication default machine role
m  Machine authentication default user role

While you can select the same role for both options, you should define the roles as per the polices that need to
be enforced. Also, these roles can be different from the 802.1X authentication default role configured in the
AAA profile.

With machine authentication enabled, the assigned role depends upon the success or failure of the machine
and user authentications. In certain cases, the role that is ultimately assigned to a client can also depend upon
attributes returned by the authentication server or server derivation rules configured on the managed device.

Table 58 describes role assignment based on the results of the machine and user authentications.

Table 58: Role Assignment for User and Machine Authentication

Machine User

Auth Auth Description Role Assigned

Status Status

Failed Failed Both machine authentication and user | No role assigned. No access to the
authentication failed. L2 authentication | network allowed.
failed.

Failed Passed Machine authentication failed (for Machine authentication default user
example, the machine information is role configured in the 802.1X
not present on the server) and user authentication profile.
authentication succeeded. Server-
derived roles do not apply.

Passed Failed Machine authentication succeeded Machine authentication default
and user authentication has not been machine role configured in the 802.1X
initiated. Server-derived roles do not authentication profile.
apply.

Passed Passed Both machine and user are A role derived from the authentication
successfully authenticated. If there are | server takes precedence. Otherwise,
server-derived roles, the role assigned | the 802.1X authentication default role
via the derivation take precedence. configured in the AAA profile is
This is the only case where server- assigned.
derived roles are applied.

For example, if the following roles are configured:

m 802.1X authentication default role (in AAA profile): dot1x_user

m Machine authentication default machine role (in 802.1X authentication profile): dot1x_mc

m Machine authentication default user role (in 802.1X authentication profile): guest

Role assignment is as follows:

m |f both machine and user authentication succeed, the role is dot1x_user. If there is a server-derived role, the

server-derived role takes precedence.
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m If only machine authentication succeeds, the role is dot1x_mc.
m [f only user authentication succeeds, the role is guest.
m On failure of both machine and user authentication, the user does not have access to the network.

With machine authentication enabled, the VLAN to which a client is assigned (and from which the client obtains
its IP address) depends upon the success or failure of the machine and user authentications. The VLAN that is
ultimately assigned to a client can also depend upon attributes returned by the authentication server or server
derivation rules configured on the managed device (see Understanding VLAN Assignments on page 81). If
machine authentication is successful, the client is assigned the VLAN configured in the virtual AP profile.
However, the client can be assigned a derived VLAN upon successful user authentication.

You can optionally assign a VLAN as part of a user role configuration. Do not use VLAN derivation if you
configure user roles with VLAN assignments.

Table 59 describes VLAN assignment based on the results of the machine and user authentications when VLAN
derivation is used.

Table 59: VLAN Assignment for User and Machine Authentication

. User
Machine Auth Auth Description VLAN Assigned
Status
Status

Failed Failed Both machine authentication and user No VLAN.
authentication failed. L2 authentication
failed.

Failed Passed Machine authentication failed (for VLAN configured in the
example, the machine information is not virtual AP profile.

present on the server) and user
authentication succeeded.

Passed Failed Machine authentication succeeded and VLAN configured in the
user authentication has not been initiated. | virtual AP profile.

Passed Passed Both machine and user are successfully Derived VLAN.
authenticated. Otherwise, VLAN
configured in the virtual
AP profile.

The administrator can now associate a VLAN ID to a client data based on the authentication credentials in a bridge
mode.

Enabling 802.1X Supplicant Support on an AP

AQOS-W provides 802.1X supplicant support on the AP. The AP can be used as a 802.1X supplicant where access
to the wired Ethernet network is restricted to those devices that can authenticate using 802.1X. You can
provision an AP to act as an 802.1X supplicant and authenticate to the infrastructure using the PEAP protocol.

Both Campus APs and Remote APs can be provisioned to use 802.1X authentication.
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Prerequisites

= An AP has to be configured with the credentials for 802.1X authentication. These credentials are stored
securely in the AP flash.

m  The AP must complete the 802.1X authentication before it sends or receives IP traffic such as DHCP.

If the AP cannot complete 802.1X authentication (explicit failure or reply timeout) within 1 minute, the AP will proceed
to initiate the IP traffic and attempt to contact the managed device. The infrastructure can be configured to allow this.
If the AP contacts the managed device it will be marked as unprovisioned so that the administrator can take

HOTE
corrective action.
Provisioning an AP as an 802.1X Supplicant
This section describes how an AP can be provisioned as an 802.1X supplicant using CLI or the WebUI.
In the WebUI
Perform the following steps to provision an AP as an 802.1X supplicant:
1.In a Managed Network node hierarchy, navigate to the Configuration > Access Points.
2. Click Access Points > Provisioning window. The list of discovered APs are displayed on this page.
3. Select the AP you want to provision.
4. Select the AP to which you want to add new provisioning settings, then click Provision. The AP
provisioning settings divided into two groups. By default, the AOS-W WebUI displays only the basic,
commonly used configuration settings. The advanced settings are hidden until you click the Show
Advanced options link.
5. Inthe Uplink authentication option, select either EAP-PEAP or EAP-TLS radio button based on your
preference.
6. (Optional) If you select EAP-PEAP, do the following:
a. Enter the username of the AP in the User Name field.
b. Enter the password of the AP in the Password field.
c. Enter the password again in the Retype EAP-PEAP password field and reconfirm it.
7. (Optional) Select EAP-TLS radio button. Enable the Use factory certificates option if you want the AP
to use the factory certificates to perform 802.1x EAP-TLS authentication.
When you select EAP-TLS with Use factory certificates option for AP uplink authentication, you must import Alcatel-
NoT Lucent's root CA to the authentication server certificate CA trusted store for TLS client certificate validation.

8. Click Submit.
9. Click Pending Changes.
10. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI
To provision an AP as an 802.1X supplicant using PEAP:

(host) [mynode] (config)# provision-ap
(host) [mynode] (config-submode)# apdotlx-username <username>
(host) [mynode] (config-submode)# apdotlx-passwd <password>

To provision an AP as an 802.1X supplicant using EAP-TLS:
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(host) [mynode] (config)# provision-ap

(host) [mynode] (config-submode)# apdotlx-tls

(host) [mynode] (config-submode)# apdotlx-tls-suffix

(host) [mynode] (config-submode)# apdotlx-tls-suffix-domain

To view the 802.1X authentication details on the managed devices:

(host) [mynode] # show ap active

If you enable both EAP-PEAP and EAP-TLS methods, the EAP-PEAP authentication takes precedence.

You can add a Fully Qualified Domain Name (FQDN) as a suffix to an AP name or a group of APs for both TPM
certificates and EST certificates with EAP-TLS supplicant support. This is done to enable policy differentiation and
apply the policies to AP groups in ClearPass or any RADIUS server. Once you enable the apdot1x-tls-suffix
parameter in the CLI, you can configure the suffix domain and use it as an EAP-TLS username. If you do not configure
the suffix domain, the system uses aruba.ap as the default domain suffix.

Sample Configurations

The following examples show basic configurations:

m  Configuring Authentication with an 802.1X RADIUS Server on page 272

m  Configuring Authentication with the Internal Database of the Managed Device on page 283

m  Configuring Mixed Authentication Modes on page 289

In the following examples:

= Wireless clients associate to the ESSID WLAN-01.
m The following roles allow different network's access capabilities:
e student
o faculty
e guest
e system administrators

Configuring Authentication with an 802.1X RADIUS Server
The examples show how to configure using the WebUI and CLI commands.

m  An EAP-compliant RADIUS server provides the 802.1X authentication. The RADIUS server administrator
must configure the server to support this authentication. The administrator must also configure the server
to all communications with the Alcatel-Lucent Mobility Master.

m The authentication type is WPA. From the 802.1X authentication exchange, the client and the Mobility
Master derive dynamic keys to encrypt data transmitted on the wireless network.

= 802.1X authentication based on PEAP with MS-CHAPv2 provides both computer and user authentication. If
a user attempts to log in without the computer being authenticated first, the user is placed into a more
limited guest user role.
Windows domain credentials are used for computer authentication, and the users Windows login and

password are used for user authentication. A single user sign-on facilitates both authentication to the
wireless network and access to the Windows server resources.

802.1X Configuration for IAS and Windows Clients on page 1198 describes how to configure the Microsoft Internet

| 802.1X Authentication AOS-W 8.6.0.0 | User Guide



Authentication Server and Windows XP wireless client to operate with the managed device configuration shown in
this section.

Configuring Roles and Policies

You can create the following policies and user roles for:

= Student

m Faculty

m  Guest

= Sysadmin

= Computer

Creating the Student Role and Policy

The student policy prevents students from using telnet, POP3, FTP, SMTP, SNMP, or SSH to the wired portion
of the network. The student policy is mapped to the student user role.
In the WebUI

Before creating a student role, it is recommended to create a destination alias Internal Network. Follow the
procedures given below to create a destination alias,

1. In the Managed Network node hierarchy, navigate to the Configuration > Roles & Policies > Aliases

tab.

2. In Network Aliases, click +.

3. Select an IP Version from the drop-down list.

4. For Name, enter Internalnetwork

5. For Description, enter a description of the destination within 128 characters.

6. Select Invert to specify that the inverse of the network addresses configured are used.

7. For Items, click +.

8. Inthe Add New Destination Add New User Rule window, for Rule Type, select Network. For IP

Address, enter 10.0.0.0. For Network Mask or Range, enter 255.0.0.0. Click OK.

9. Click Submit.

10. Click Pending Changes.

11. In the Pending Changes window, select the check box and click Deploy changes.

To create a student role in the WebUI,

1.In a Managed Network node hierarchy, navigate to the Configuration > Roles & Policies > Policies
tab.

2. Select + to add the student policy.

3. For Policy Name, enter student.

4. For Policy Type, select Session.

5. Click Submit.

6. Select the student role from the Policies table.

7. Click + in the Policies > student table to add rules for the policy.
a. For Rule type, select Access Control, then click OK.
b. For Source, select User.
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c. For Destination, select Alias.

| | The following step defines an alias representing all internal network addresses. Once defined,

T you can use the alias for other rules and policies.

d. For Destination alias, select Internalnetwork.

e. For Service/app, select service. In the Service scrolling list, select svc-telnet.
f. Under Action, select drop.

g. Click Submit.

8. Repeat step 7 to create rules for the following services: svc-pop3, svc-ftp, svc-smtp, svc-snmp, and svc-
ssh.

9. Click Submit.

10. Click the Roles tab. Click + to create the student role.

11. For Name, enter student then click Submit.

12. Select the role you just created from the Roles table.

13. Select Show Advanced View.

14. In the Roles > student table, select the Policies tab.

15. Click + to add a new policy.

16. Select Add existing session policy and select the student policy you previously created. Click Submit.
17. Click Pending Changes.

18. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #ip access-1list session student
user alias “Internal Network” svc-telnet deny
user alias “Internal Network” svc-pop3 deny
user alias “Internal Network” svc-ftp deny
user alias “Internal Network” svc-smtp deny
user alias “Internal Network” svc-snmp deny
user alias “Internal Network” svc-ssh deny

(host) [mynode] (config) #user-role student
session-acl student
session-acl allowall

Creating the Faculty Role and Policy

The faculty policy is similar to the student policy, however faculty members are allowed to use POP3 and
SMTP for VPN remote access from home. (Students are not permitted to use VPN remote access.) The faculty
policy is mapped to the faculty user role.

In the WebUI
1.InaManaged Network node hierarchy, navigate to the Configuration > Roles & Policies > Policies
tab.
2. Click + to add the faculty policy.
3. For Policy Name, enter faculty.
4. For Policy Type, select Session.
5. Click Submit.
6. Select the new faculty policy from the Policies table.
7. Click + in the Policies > Faculty table to add rules for the policy.
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a. Select the Rule Type as Access Control, then click OK.
b. For Source, and select User.
c. For Destination, select Alias, then select Internal Network for Destination Alias.
d. For Service/App, select Service.
e. For Service Alias, select svc-telnet.
f. For Action, and select Deny.
g. Click Submit.
h. Repeat steps A-E to create rules for the following services: svc-ftp, svc-snmp, and svc-ssh.
8. Select the Roles tab. Click + to create the faculty role.
9. Enter faculty for Name and then click Submit.
10. Select the role you just created from the Roles table.
11. Select Show Advanced View.
12.Inthe Roles > faculty table, select the Policies tab.
13. Click + to add a new policy.
14. Select Add existing session policy and select the faculty policy you previously created. Click Submit.
15. Click Pending Changes.
16. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #ip access-list session faculty
user alias “Internal Network” svc-telnet deny
user alias “Internal Network” svc-ftp deny
user alias “Internal Network” svc-snmp deny
user alias “Internal Network” svc-ssh deny

(host) [mynode] (config) #user-role faculty
session-acl faculty
session-acl allowall

Creating the Guest Role and Policy

The guest policy permits only access to the internet (via HTTP or HTTPS) and only during daytime working
hours. The guest policy is mapped to the guest user role.

In the WebUI
1. In a Managed Network node hierarchy, navigate to the Configuration > Roles & Policies> Roles tab.
2. Select a role name and click + in the Name of the role > Global roles table.
1. Click + for the Time range field and enter the following details:
a. For Name, enter working-hours.
b. For Type, select Periodic. Click +.
c. For Start day, click Weekday.
d. For Start time(hh:mm), enter 07:30.
e. For End time(hh:mm), enter 17:00.
f. Click OK.
g. Click Submit.
2. Click the Policies tab. Click + to add the guest policy.
3. For Policy Name, enter guest.
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4. For Policy Type, select Session.
5. Click Submit.
6. Select the Policy created under Policies. The Policies > policy Name table is displayed.
7. Click + under the Policies > policy Name table.
8. Select Access Control for the Rule Type and click OK.
9. Add the following New Forwarding Rule information for the policy.
To create rules to permit access to DHCP and DNS servers during working hours:
a. For Source, select User.
b. For Destination, select Host. In Host IP, enter 10.1.1.25.
c. For Service, select Service. In the Service scrolling list, select sve-dhcp.
d. For Action, select Permit.
e. For Time Range, select working-hours.
f. Click Submit.
g. Repeat steps A-F to create a rule for svc-dns.
To create a rule to deny access to the internal network:
a. For Source, select User.
b. For Destination, select alias. Select Internal Network.
¢. Under Service, select Any.
d. Under Action, select Deny
e. Click Submit.
To create rules to permit HTTP and HTTPS access during working hours:
a. For Source, select User.
b. For Destination, select Any.
c. For Service/app, select Service. In the Services scrolling list, select sve-http.
d. For Action, select Permit.
e. For Time Range, select working-hours.
f. Click Submit.
g. Repeat steps A-F for the svc-https service.
To create a rule that denies the user access to all destinations and all services:
a. For Source, select User.
b. For Destination, select Any.
c. For Service/app, select Any.
d. For Action, select drop.
e. Click Submit.
10. Click the Roles tab. Click + to create the guest role.
11. For Role Name, enter guest and click Submit.

12. Under Firewall Policies, click +. In Choose from Configured Policies, select the guest policy you
previously created. Click Submit.

13. Click Pending Changes.
14. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

time-range working-hours periodic
weekday 07:30 to 17:00
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(host) [mynode] (config) #ip access-list session guest
user host 10.1.1.25 svc-dhcp permit time-range working-hours
user host 10.1.1.25 svc-dns permit time-range working-hours
user alias “Internal Network” any deny
user any svc-http permit time-range working-hours
user any svc-https permit time-range working-hours
user any any deny

(host) [mynode] (config) #user-role guest
session-acl guest

Creating Roles and Policies for Sysadmin and Computer

The allowall policy, a predefined policy, allows unrestricted access to the network. The allowall policy is
mapped to both the sysadmin user role and the computer user role.

In the WebUI

1. In a Managed Network node hierarchy, navigate to Configuration > Roles & Policies> Roles tab.
Click + to create the sysadmin role.

2. Enter a Role Name in the Name field. Enter sysadmin or computer for the required role.

2. Select the role created.
3. Inthe <Name of the role> table, click Show Advanced View.

4. Under Policies, Click +. In Add Policy, select the Add existing policy and select the predefined allowall
policy from the Policy Name drop-down list.

5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #user-role sysadmin
session-acl allowall

(host) [mynode] (config) #user-role computer
session-acl allowall

Creating an Alias for the Internal Network

In the CLI

(host) [MyNode] (config) #netdestination “Internal Network”
network 10.0.0.0 255.0.0.0
network 172.16.0.0 255.255.0.0

Configuring the RADIUS Authentication Server

Configure the RADIUS server IAS1, with IP address 10.1.1.21 and shared key. The RADIUS server is configured
to sent an attribute called Class to the managed device; the value of this attribute is set to either “student,”
“faculty,” or “sysadmin” to identify the group of users. The managed device uses the literal value of this
attribute to determine the role name.

On the managed device, you add the configured server (IAS1) into a server group. For the server group, you
configure the server rule that allows the Class attribute returned by the server to set the user role.
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In the WebUI
1.In a Managed Network node hierarchy, navigate to the Configuration > Authentication > Auth
Servers page.
2. In the All Servers list, click +.
a. Inthe New Server window, enter 1AS1 for the server name
b. Enter 10.1.1.21 for the server IP address/hostname.
C. Set the Type to RADIUS.
d. Click Submit.
3. Select the new server from the All Servers list.
4. Inthe Shared Key field, enter a key, such as |*a*t%183923!. (You must enter the key string twice.)
5. Click Submit.
6. In the Server Groups list, click +.
7. Enter the server name IAS and click Submit.
a. Select the server group IAS to display configuration parameters for the server group.
b. In the Server Group > IAS table, click +.
c. Select Add existing server, select IAS1, then click Submit.
8. In the Server Groups table, select the |AS server group. The Server Group > IAS table appears.
9. Inthe Server Group > IAS table, select Server Rules.
10. Click + to add a new server rule.
a. For Attribute, select an attribute from the drop-down list.
b. For Operation, select value-of from the drop-down list.
c. For Action, select set role.
11. Click Submit.
12. Click Pending Changes.
13. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

[host] [mynode] (config) #aaa authentication-server radius IAS1
host 10.1.1.21
key |*a”"t%183923!

[host] [mynode] (config) #aaa server-group IAS
auth-server IAS1
set role condition Class value-of

Configuring 802.1X Authentication

An AAA profile specifies the 802.1X authentication profile and 802.1X server group to be used for
authenticating clients for a WLAN. The AAA profile also specifies the default user roles for 802.1X and MAC
authentication.

In the 802.1X authentication profile, configure enforcement of machine authentication before user
authentication. If a user attempts to log in before machine authentication completes, the user is placed in the
limited guest role.

In the WebUI

1. In a Managed Network node hierarchy, navigate to the Configuration > Authentication > L2

| 802.1X Authentication AOS-W 8.6.0.0 | User Guide



Authentication page.
2. Select 802.1X Authentication Profile.
a. Select the Profile name.
b. Select Enforce Machine Authentication.
¢. For the Machine Authentication: Default Machine Role, select computer.
d. For the Machine Authentication: Default User Role, select guest.
e. Click Submit
3. In the Configuration > Authentication > AAA Profiles tab.
a. Expand AAA Profiles, click + in AAA Profile: New Profile to add a new profile.
b. Enter aaa_dot1x as the Profile Name.
c. For MAC Authentication Default Role, select computer.
d. For 802.1X Authentication Default Role, select faculty.
e. Click Submit.
4. In the Profiles list (under the aaa_dot1x profile), select 802.1X Authentication Profile.
a. From the drop-down list, select the dot1x authentication profile you configured previously.
b. Click Submit
5. In the Profiles list (under the aaa_dot1x profile), select 802.1X Authentication Server Group.
a. From the drop-down list, select the IAS server group you created previously.
b. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #aaa authentication dotlx dotlx
machine-authentication enable
machine-authentication machine-default-role computer
machine-authentication user-default-role guest

(host) [mynode] (config) #aaa profile aaa dotlx
d>otlx-default-role faculty
mac-default-role computer
authentication-dotlx dotlx
d>otlx-server-group IAS

Configuring VLANs

In this example, wireless clients are assigned to either VLAN 60 or 61 while guest users are assigned to VLAN
63. VLANs 60 and 61 split users into smaller IP subnetworks, improving performance by decreasing broadcast
traffic. The VLANSs are internal to the Alcatel-Lucent managed device only and do not extend into other parts of
the wired network. The clients' default gateway is the Alcatel-Lucent managed device, which routes traffic out
to the 10.1.1.0 subnetwork.

You configure the VLANS, assign IP addresses to each VLAN, and establish the “helper address” to which client
DHCP requests are forwarded.

In the WebUI

1.In a Managed Network node hierarchy, navigate to the Configuration > Interfaces > VLANSs page.
Click + to add VLAN _60.
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a. Enter aVLAN name.
a. For VLAN ID, enter 60.
b. Click Submit.
C. Repeat steps Aand B to add VLANs 61 and 63.
2. To configure IP parameters for the VLANSs, navigate to the Configuration > Interfaces > VLANSs page.
a. Select VLAN 60.
b. Under VLANSs > VLAN_60 table, select the VLAN ID, 60. Click IPv4.
c. For IP Address, enter 10.1.60.1.
d. For Net Mask, enter 255.255.255.0.
e. Click Submit.
3. Similarly, for VLAN 61, navigate to the Configuration > Interfaces > VLANs page.
a. Select VLAN_61.
b. Under VLANs > VLAN _61 table, select the VLAN ID, 61. Click IPv4.
c. For IP Address, enter 10.1.61.1.
d. For Net Mask, enter 255.255.255.0.
e. Click Submit.
4. Similarly, for VLAN 63, navigate to the Configuration > Interfaces > VLANSs page.
a. Select VLAN _63.
b. Under VLANSs > VLAN_63 table, select the VLAN ID, 61. Click IPv4.
a. For IP Address, enter 10.1.63.1.
b. For Net Mask, enter 255.255.255.0.
c. Click Submit.
5. Select the IP Routes tab.
a. Click + in the Static Default Gateway table.
a. For IP address, enter 10.1.1.254.
b. Click Submit.

In the CLI

(host) [mynode] (config) #vlan 60

(host) [mynode] (config) #interface vlan 60
ip address 10.1.60.1 255.255.255.0
ip helper-address 10.1.1.25

(host) [mynode] (config) #vlan 61

(host) [mynode] (config) #interface vlan 61
ip address 10.1.61.1 255.255.255.0
ip helper-address 10.1.1.25

(host) [mynode] (config) #vlan 63

(host) [mynode] (config) #interface vlan 63
ip address 10.1.63.1 255.255.255.0
ip helper-address 10.1.1.25

(host) [mynode] (config) #ip default-gateway 10.1.1.254

Configuring the WLANSs
In this example, default AP parameters for the entire network are: the default ESSID is WLAN-01 and the
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encryption mode is TKIP. A second ESSID called “guest” has the encryption mode set to static WEP with a
configured WEP key.

In this example, the non-guest clients that associate to an AP are mapped into one of two different user VLANS.
The initial AP to which the client associates determines the VLAN: clients that associate to APs in the first floor
of the building are mapped to VLAN 60, and clients that associate to APs in the second floor of the building are
mapped to VLAN 61. Therefore, the APs in the network are segregated into two AP groups, named first-floor
and second-floor. (See Naming and Grouping APs on page 659 for information about creating AP groups.) The
guest clients are mapped into VLAN 63.

Configuring the Guest WLAN

You create and configure the virtual AP profile, guest and apply the profile to each AP group. The “guest” virtual
AP profile contains the SSID profile “guest” which configures static WEP with a WEP key.

In the WebUI

. InaManaged Network node hierarchy, navigate to the Configuration > System > Profiles tab.
. Under All Profiles, select Wireless LAN and then select SSID

. Click + in the SSID Profile: New Profile. Enter the Profile Name and ESSID as guest.

. For Encryption, select static-wep. Click Submit.

. Select Virtual AP under Wireless LAN.

. Click + in the Virtual AP Profile: New Profile.

. Enter the Profile Name as guest and select Virtual AP enable. Enter a value for VLAN.

. Click Submit.

. Select the Virtual AP created and select SSID. Select guest from the SSID profile drop-down list. Click
Submit.

10. Navigate to Configuration > AP groups.
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11. In the AP Groups list, select an AP group. In the APgroups > <name of the group> table, click the
WLAN:Ss tab.

12. Click +.

13. Select the Virtual AP guest from the Virtual - AP drop-down list. Click Submit.

14. Click Submit.

15. Click Pending Changes.

16. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host)v(config) #wlan ssid-profile guest
essid guest
wepkeyl aaaaaaaaaa
opmode static-wep

(host) [mynode] (config) #wlan virtual-ap guest
vlan 63
ssid-profile guest

(host) [mynode] (config) #ap-group first-floor
virtual-ap guest

(host) (config) #ap-group second-floor
virtual-ap guest
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Configuring the Non-Guest WLANs

You create and configure the SSID profile “WLAN-01" with the ESSID “WLAN-01" and WPA TKIP encryption. You
need to create and configure two virtual AP profiles: one with VLAN 60 for the first-floor AP group and the
other with VLAN 61 for the second-floor AP group. Each virtual AP profile references the SSID profile “WLAN-
01" and the previously-configured AAA profile aaa_dot1x.

In the WebUI

. InaManaged Network node hierarchy, navigate to the Configuration > System > Profiles tab.
. Under All Profiles, select Wireless LAN and then select SSID

. Click + in the SSID Profile: New Profile. Enter the Profile Name and ESSID as WLAN-01.

. For Encryption, select wpa-tkip. Click Submit.

. Select Virtual AP under Wireless LAN.

. Click + in the Virtual AP Profile: New Profile.

. Enter a Profile Name for the first floor AP and select Virtual AP enable. Enter 60 for VLAN.

. Click Submit.

. Select the Virtual AP created and select SSID. Select WLAN-01 from the SSID profile drop-down list. Click
Submit.

10. Select the Virtual AP created and select AAA profile. Select the previously-configured aaa_dot1x profile
from the AAA drop down-list.
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11. Repeat steps 5 to 10 to create and associate SSID and AAA profiles for the second floor Virtual AP. Enter
the VLAN as 61 for the second floor Virtual AP.

12. Navigate to Configuration > AP groups.

13. Inthe AP Groups list, select first-floor. In the APgroups > first-floor table, click the WLANS tab.
14. Click +.

15. Select the Virtual AP created for first-floor from the Virtual-Ap drop-down list. Click Submit.

16. Repeat steps 13 and 14 and select the Virtual AP created for second-floor from the Virtual-Ap drop-
down list.

17. Click Submit.
18. Click Pending Changes.
19. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #wlan ssid-profile WLAN-01
essid WLAN-01
opmode wpa-tkip

(host) [mynode] (config) #wlan virtual-ap WLAN-01 first-floor
vlan 60
aaa-profile aaa dotlx
ssid-profile WLAN-01

(host) [mynode] (config) #wlan virtual-ap WLAN-01 second-floor
vlan 61
aaa-profile aaa dotlx
sid-profile WLAN-01

(host) [mynode] (config) #ap-group first-floor

virtual-ap WLAN-01 first-floor
(host) [mynode] (config) #ap-group second-floor
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virtual-ap WLAN-01 second-floor

(host) [mynode] (config) #wlan ssid-profile WLAN-01
essid WLAN-01
opmode wpa-tkip

(host) [mynode] (config) #wlan virtual-ap WLAN-01 first-floor
vlan 60
aaa-profile aaa dotlx
ssid-profile WLAN-01

(host) [mynode] (config) #wlan virtual-ap WLAN-0l second-floor
vlan 61
aaa-profile aaa dotlx
ssid-profile WLAN-01

(host) [mynode] (config) #ap-group first-floor
virtual-ap WLAN-01 first-floor
ap-group second-floor
virtual-ap WLAN-01 second-floor

Configuring Authentication with the Internal Database of the Managed Device
In the following example:

m Theinternal database of the managed device provides user authentication.

m The authentication type is WPA. From the 802.1X authentication exchange, the client and the managed
device derive dynamic keys to encrypt data transmitted on the wireless network.

Configuring the Internal Database

Configure the internal database with the username, password, and role (student, faculty, or sysadmin) for each
user. There is a default internal server group that includes the internal database. For the internal server
group, configure a server derivation rule that assigns the role to the authenticated client.

In the WebUI
1. In the Mobility Master node hierarchy, navigate to the Configuration > Authentication > Auth
Servers tab.
2. Inthe All Servers list, select Internal.
3. Select a server name under the Server > Internal table or Click + to add a new server.

User name can be entered only for a new server. The User name for an already existing server cannot be changed.

HOTE

4. For each user, enter a Password.

5. Select a Role for each user (if a role is not specified, the default role is guest).

6. Select the Expiration time for the user account in the internal database.

7. Click Submit.

8. Click Pending Changes.

9. In the Pending Changes window, select the check box and click Deploy changes.
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In the CLI

G Use the privileged mode in the CLI to configure users in the internal database of the managed device.
NOTE

(host) [mynode] (config) #local-userdb add username <uUSer> password <pasamord>

Configuring a Server Rule

In the WebUI
1.In a Managed Network node hierarchy, navigate to the Configuration > Authentication > Auth
Servers page.
2. Select the internal server group from the Server Groups table.
3. Click Server Rules tab in the Server Group > Internal table.
4. Click + to add a server derivation rule.
a. Select an Attribute.
b. Select value-of from the Operations drop-down list.
c. Select Set Role from the Action drop-down list.
d. Click Add.
5. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #aaa server-group internal
set role condition Role value-of

Configuring 802.1X Authentication

An AAA profile specifies the 802.1X authentication profile and 802.1X server group to be used for
authenticating clients for a WLAN. The AAA profile also specifies the default user role for 802.1X
authentication.

For this example, you enable both 802.1X authentication and termination on the managed device.

In the WebUI

1. In a Managed Network node hierarchy, navigate to the Configuration > Authentication > L2
Authentication tab. In the profiles list, select 802.1X Authentication Profile.
2. Click + in 802.1x Authentication: New Profile.

a. For Profile Name, enter dot1x.

b. Select Termination check box.

The defaults for EAP Method and Inner EAP Method are EAP-PEAP and EAP-MSCHAPV2, respectively.

HNOTE

c. Click Submit.
3. Select the AAA Profiles tab and expand AAA Profiles.
a. Inthe AAA Profile: New Profile, click + to add a new profile.
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b. Enter aaa_dot1x for Profile Name.
. For 802.1X Authentication Default Role, select faculty.
d. Click Submit.

4. In the Profiles list (under the aaa_dot1x profile you just created), select 802.1X Authentication
Profile.

a. Select the dot1x profile from the 802.1X Authentication Profile drop-down list.
b. Click Submit.

5. In the Profiles list (under the aaa_dot1x profile you just created), select 802.1X Authentication Server
Group.

a. Select the internal server group.
b. Click Submit.

In the CLI
(host) [mynode] (config) #aaa authentication dotlx dotlx

termination enable

(host) [mynode] (config) #aaa profile aaa dotlx
d>otlx-default-role student
authentication-dotlx dotlx
d>otlx-server-group internal

Configuring VLANs

In this example, wireless clients are assigned to either VLAN 60 or 61 while guest users are assigned to VLAN
63. VLANs 60 and 61 split users into smaller IP subnetworks, improving performance by decreasing broadcast
traffic. The VLANSs are internal to the Alcatel-Lucent managed device only and do not extend into other parts of
the wired network. The default gateway of the client is the Alcatel-Lucent managed device, which routes traffic
out to the 10.1.1.0 subnetwork.

You configure the VLANS, assign IP addresses to each VLAN, and establish the “helper address” to which client
DHCP requests are forwarded.

In the WebUI
1. In a Managed Network node hierarchy, navigate to the Configuration > Interfaces > VLANSs page.
Click + to add VLAN_60.
a. Enter aVLAN name.
a. For VLAN ID, enter 60.
b. Click Submit.
C. Repeat steps Aand B to add VLANs 61 and 63.
2. To configure IP parameters for the VLANS, navigate to the Configuration > Interfaces > VLANSs page.
a. Select VLAN_60.
b. Under VLANs > VLAN_60 table, select the VLAN ID, 60. Click IPv4.
c. For IP address, enter 10.1.60.1.
d. For Net Mask, enter 255.255.255.0.
e. Click Submit.
3. To configure IP parameters for the VLANS, navigate to the Configuration > Interfaces > VLANSs page.
a. Select VLAN_61.
b. Under VLANSs > VLAN_61 table, select the VLAN ID, 61. Click IPv4.
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a. For IP Address, enter 10.1.61.1.
b. For Net Mask, enter 255.255.255.0.
¢. Click Submit.
4. To configure IP parameters for the VLANS, navigate to the Configuration > Interfaces > VLANS page.
a. Select VLAN _63.
b. Under VLANSs > VLAN 63 table, select the VLAN ID, 63. Click IPv4.
a. For IP Address, enter 10.1.63.1.
b. For Net Mask, enter 255.255.255.0.
¢. Click Submit.
5. Select the IP Routes tab.
a. Click + in the Static Default Gateway table.
a. For IP address, enter 10.1.1.254.
b. Click Submit.
6. Click Pending Changes.
7. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #vlan 60

(host) [mynode] (config) #interface vlan 60
ip address 10.1.60.1 255.255.255.0
ip helper-address 10.1.1.25

(host) [mynode] (config) #vlan 61

(host) [mynode] (config) #interface vlan 61
ip address 10.1.61.1 255.255.255.0
ip helper-address 10.1.1.25

(host) [mynode] (config) #vlan 63

(host) [mynode] (config) #interface vlan 63
ip address 10.1.63.1 255.255.255.0
ip helper-address 10.1.1.25

(host) [mynode] (config) #ip default-gateway 10.1.1.254

Configuring WLANSs

In this example, default AP parameters for the entire network are as follows: the default ESSID is WLAN-01 and
the encryption mode is TKIP. A second ESSID called guest has the encryption mode set to static WEP with a
configured WEP key.

In this example, the non-guest clients that associate to an AP are mapped into one of two different user VLANS.
The initial AP to which the client associates determines the VLAN: clients that associate to APs in the first floor
of the building are mapped to VLAN 60, and clients that associate to APs in the second floor of the building are
mapped to VLAN 61. Therefore, the APs in the network are segregated into two AP groups, named first-floor
and second-floor. (See Naming and Grouping APs on page 659 for information about creating AP groups.) The
guest clients are mapped into VLAN 63.

Configuring the Guest WLAN

You create and configure the virtual AP profile, guest and apply the profile to each AP group. The guest virtual
AP profile contains the SSID profile, guest which configures static WEP with a WEP key.
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In the WebUI

. InaManaged Network node hierarchy, navigate to the Configuration > System > Profiles tab.
. Under All Profiles, select Wireless LAN and then select SSID

. Click + in the SSID Profile: New Profile. Enter the Profile Name and ESSID as guest.

. For Encryption, select static-wep. Click Submit.

. Select Virtual AP under Wireless LAN.

. Click + in the Virtual AP Profile: New Profile.

. Enter the Profile Name as guest and select Virtual AP enable. Enter a value for VLAN.

. Click Submit.

. Select the Virtual AP created and select SSID. Select guest from the SSID profile drop-down list. Click
Submit.

10. Navigate to Configuration > AP groups.
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11. Inthe AP Groups list, select an AP group. In the APgroups > <name of the group> table, click the
WLANS tab.

12. Click +.

13. Select the Virtual AP guest from the Virtual - AP drop-down list. Click Submit.

14. Click Submit.

15. Click Pending Changes.

16. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #wlan ssid-profile WLAN-01
essid WLAN-01
opmode wpa-tkip

(host) [mynode] (config) #wlan virtual-ap WLAN-01 first-floor
vlan 60
aaa-profile aaa dotlx
ssid-profile WLAN-01

(host) [mynode] (config) #wlan virtual-ap WLAN-0l1 second-floor
vlan 61
aaa-profile aaa dotlx
sid-profile WLAN-01

(host) [mynode] (config) #ap-group first-floor
virtual-ap WLAN-01 first-floor

(host) [mynode] (config) #ap-group second-floor
virtual-ap WLAN-01 second-floor

(host) [mynode] (config) #wlan ssid-profile guest
essid guest
Wepkeyl aaaaaaaaaa
opmode static-wep

(host) [mynode] (config) #wlan virtual-ap guest
vlan 63
ssid-profile guest

(host) [mynode] (config) #ap-group first-floor
virtual-ap guest

(host) [mynode] (config) #ap-group second-floor
virtual-ap guest
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Configuring the Non-Guest WLANs

You create and configure the SSID profile “WLAN-01" with the ESSID “WLAN-01" and WPA TKIP encryption. You
need to create and configure two virtual AP profiles: one with VLAN 60 for the first-floor AP group and the
other with VLAN 61 for the second-floor AP group. Each virtual AP profile references the SSID profile “WLAN-
01" and the previously-configured AAA profile “aaa_dot1x".

In the WebUI

. InaManaged Network node hierarchy, navigate to the Configuration > System > Profiles tab.
. Under All Profiles, select Wireless LAN and then select SSID

. Click + in the SSID Profile: New Profile. Enter the Profile Name and ESSID as WLAN-01.

. For Encryption, select wpa-tkip. Click Submit.

. Select Virtual AP under Wireless LAN.

. Click + in the Virtual AP Profile: New Profile.

. Enter a Profile Name for the first floor AP and select Virtual AP enable. Enter 60 for VLAN.

. Click Submit.

. Select the Virtual AP created and select SSID. Select WLAN-01 from the SSID profile drop-down list. Click
Submit.

10. Select the Virtual AP created and select AAA profile. Select the previously-configured aaa_dot1x profile
from the AAA drop down-list.
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11. Repeat steps 5 to 10 to create and associate SSID and AAA profiles for the second floor Virtual AP. Enter
the VLAN as 61 for the second floor Virtual AP.

12. Navigate to Configuration > AP groups.

13. Inthe AP Groups list, select first-floor. In the APgroups > first-floor table, click the WLANS tab.
14. Click +.

15. Select the Virtual AP created for first-floor from the Virtual-Ap drop-down list. Click Submit.

16. Repeat steps 13 and 14 and select the Virtual AP created for second-floor from the Virtual-Ap drop-
down list.

17. Click Submit.
18. Click Pending Changes.
19. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

(host) [mynode] (config) #wlan ssid-profile WLAN-01
essid WLAN-01
opmode wpa-tkip

(host) [mynode] (config) #wlan virtual-ap WLAN-01 first-floor
vlan 60
aaa-profile aaa dotlx
ssid-profile WLAN-01

(host) [mynode] (config) #wlan virtual-ap WLAN-01 second-floor
vlan 61
aaa-profile aaa dotlx
sid-profile WLAN-01

(host) [mynode] (config) #ap-group first-floor

virtual-ap WLAN-01 first-floor
(host) [mynode] (config) #ap-group second-floor
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virtual-ap WLAN-01 second-floor

Configuring Mixed Authentication Modes

Use 12-auth-fail-through command to perform mixed authentication which includes both MAC and 802.1X
authentication. When MAC authentication fails, enable the 12-auth-fail-through command to perform

802.1X authentication.

By default the 12-auth-fail-through command is disabled.

HOTE
Table 60: Mixed Authentication Modes
Authentication | 1 2 3 4 5 6
MAC Success Success Success Fail Fail Fail
authentication
802.1X Success Fail — Success Fail —
authentication
Association dynamic- No static- dynamic- No static-
wep Association wep wep Association wep
Role Assignment 802.1X — MAC 802.1X — logon
Table 60 describes the different authentication possibilities
In the CLI
(host) [mynode] (config) #aaa profile test
12-auth-fail-through
Performing Advanced Configuration Options for 802.1X
This section describes advanced configuration options for 802.1X authentication.
Configuring Reauthentication with Unicast Key Rotation
When enabled, unicast and multicast keys are updated after each reauthorization. It is a best practice to
configure the time intervals for reauthentication, multicast key rotation, and unicast key rotation to be at least
15 minutes. Ensure that these intervals are mutually prime, and the factor of the unicast key rotation interval
and the multicast key rotation interval is less than the reauthentication interval.
Unicast key rotation depends upon both the AP or managed device and wireless client behavior. It is known that
R some wireless NICs have issues with unicast key rotation.

The following is an example of the parameters you can configure for reauthentication with unicast and
multicast key rotation:

m Reauthentication: Enabled

m Reauthentication Time Interval: 6011 Seconds

=  Multicast Key Rotation: Enabled

m  Multicast Key Rotation Time Interval: 1867 Seconds
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m Unicast Key Rotation: Enabled
m Unicast Key Rotation Time Interval: 1021 Seconds

You can configure re-authentication with unicast key rotation using either the WebUI or CLI.

In the WebUI
Perform the following steps to configure re-authentication with unicast key rotation:
1. Inthe Managed Network node hierarchy, navigate to the Configuration > Authentication > L2
Authentication tab.
2. Select 802.1X Authentication and select the name of the profile you want to configure.
3. Enter the following values:
e Reauthentication Interval: 6011
e Multicast Key Rotation Time Interval: 1867
e Unicast Key Rotation Time Interval: 1021
e Multicast Key Rotation: (select)
e Unicast Key Rotation: (select)
e Reauthentication: (select)
4. Click Submit.
5. Click Pending Changes.
6. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to configure re-authentication with unicast key rotation:

(host) [mynode] (config) #aaa authentication dotlx profile
reauthentication
timer reauth-period 6011
unicast-keyrotation
timer ukey-rotation-period 1021
multicast-keyrotation
timer mkey-rotation-period 1867

This feature allows SSO for different web-based applications using Layer 2 authentication information. SSO for
web-based application uses SAML, which happens between the web service provider and an identity provider
that the web server trusts. A request made from the client to a web server is redirected to the IDP for
authentication. If the user has already been authenticated using L2 credentials, the IDP server already knows
the authentication details and returns a SAML response, redirecting the client browser to the web-based
application. The user enters the web-based application without needing to enter the credentials again.

Enabling application SSO using L2 network information requires configuration on the managed device and on
the IDP server. The Alcatel-Lucent ClearPass Policy Manager is the only IDP supported. The managed device
has been optimized to work with ClearPass Policy Manager to provide better functionality as an IDP.

Important Points to Remember
m (learPass Policy Manager is the only supported IDP.
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m SSO occurs after 802.1X authentication. Therefore, SSO after captive portal authentication is not
supported. Roles for captive portal and SSO are mutually exclusive and, therefore, a user in the captive
portal role cannot perform SSO and vice-versa.

= SSOwith VIAis not supported.

m Thereis alimit on the number of concurrent sessions that can be serviced at a given instant. This limit is set
at the webserver level using the web-server profile web-max-clients command. The default value is 320
for OAW-40xx Series and OAW-4x50 Series managed device platforms and 25 for other managed device
platforms. The maximum number of concurrent SSO sessions that can be handled is dependent on the
other web services being handled and the same time.

Enabling Application SSO

Enabling application SSO using L2 authentication information requires configuration on the managed device
and ClearPass Policy Manager. This feature is enabled by completing the following steps:

m ClearPass Policy Manager (refer to the ClearPass Policy Manager for configuration of the following
procedures):

e Add the IP address of the managed device as a network device

e Addthe userto the local user DB

e Create an enforcement profile to return the Aruba VSA SSO token

e Create an IDP attribute enforcement profile

e Create an enforcement policy binding the Aruba VSA SSO token enforcement profile
e Create an enforcement policy binding the IDP enforcement profile

e Create a service, allowing the respective authentication types and authentication database, and bind the
Aruba VSA SSO token enforcement policy.

e Create a service, allowing the respective authentication types and authentication database, and bind the
IDP enforcement policy.

e Configure SSO for the ClearPass Policy Manager.
m  Managed device:

e Configuring an SSO-IDP Profile

e Applying an SSO Profile to a User Role

e Selecting an IDP Certificate

Configuring SSO IDP-Profiles on the Managed devices

Before SSO can be enabled, you must configure an SSO profile by completing the procedure detailed below.

In the WebUI

Perform the following steps to configure the SSO IDP-Profiles:

. InaManaged Network node hierarchy, navigate to the Configuration > System > Profiles.
. Expand Wireless LAN.

. Select SSO.

. In SSO Profile: New Profile, click + to create a new profile.

. Enter a Profile Name.

. In SSO Profiles, click + to add a new URL.

. Enter the URL Name.
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8. Enter the URL.

9. Click OK.

10. Repeat steps 4 through 8 for each URL you are adding to the SSO profile.

11. Click Submit.

12. Click Pending Changes.

13. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to configure the SSO IDP-Profiles:

(host) [mynode] (config) #sso idp-profile <idp profile name>
#idp <urlname> <url>
Applying an SSO Profile to a User Role

The newly created SSO profile must be applied to any applicable user rules that require SSO. Apply the SSO
profile be completing the steps below.

In the WebUI
Perform the following steps to apply an SSO profile to a user role:

1. In a Managed Network node hierarchy, navigate to the Configuration > Roles & Policies > Roles

tab.

2. Inthe Roles table, select the User Role that the SSO profile will be linked to.

3. Click Show Advanced View

4. Click the More Tab.

5. Expand the Authentication accordion.

6. Select an IDP profile from IDP profile drop-down list

7. Click Submit.

8. Click Pending Changes.

9. Inthe Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to apply an SSO profile to a user role:

(host) [mynode] (config)# user-role <role name>
(host) [mynode] (config)# sso <idp profile name>

Selecting an IDP Certificate

An SSL certificate is needed for SSL negotiation with browser. The certificate can be imported in PKCS12
format, so that it contains the certificate and private key, or the key pair can be generated and a CSR request
sent to the enterprise CA server to generate a certificate which can then be uploaded to the managed device.

For information about uploading or generating a certificate, see Managing Certificates.

After a certificate is uploaded or generated, the IDP certificate must be selected.
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In the WebUI
Perform the following steps to select an IDP certificate:

1. In a Managed Network node hierarchy, navigate to the Configuration > System > More tab.
2. Expand the General accordion.
3. Select the IDP certificate from the IDP Server Certificate drop-down list.

HNOTE

By default, the default-self-signed certificate is used as the server certificate. For more details on default-self-
signed certificate, see Managing Certificates on page 922.

4. Click Submit.
5. Click Pending Changes.
6. In the Pending Changes window, select the check box and click Deploy changes.

In the CLI

Execute the following command to select an IDP certificate:

(host) [mynode] (config)# web-server profile
(host) [mynode] (Web Server Configuration) # idp-cert <name of the certificate>

Device Name as User Name for Non-802.1X Authentication

When a client is authenticated by non-802.1X method of authentication, the host name of the host device is
used as the user name (instead of the MAC address) of the host device. When a device tries to obtain an IP
address by using DHCP, the host name of the host device in the option-12 field of DHCP request is used as the
host name of the device.

A CLI command allows the use of host name or MAC address of a device as the user name of the host device.
By default, the MAC address of the host device is used as the user name. If the CLI command is enabled, the
host name of the host device is used as the user name.

Using Device Name as User Name

Execute the following command in the CLI:

(host) [mm] (config) #aaa profile <profile>
(host) [mm] (AAA Profile “<profile >”) #username-from-dhcp-optl2

Enhanced Open Security

Enhanced open replaces open unencrypted wireless networks thereby mitigating exposure of user data to
passive traffic sniffing. With enhanced open, the client and WLAN perform Diffie-Hellman key exchange during
the access procedure and use the resulting pairwise key with a 4-way handshake. AOS-W supports:

m Enhanced open without PMK caching

m Enhanced open with PMK caching

m enhanced open transition mode

Enhanced Open without PMK Caching

In enhanced open without PMK caching, the 802.11 beacon, probe response frame, and authentication
request or response frame are generic. However, the 802.11 association request or response are specific for
enhanced open without PMK caching.
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AOS-W advertises support for enhanced open by using an AKM suite selector in all beacons and probe
response frames. Besides, PMF is set to required (MFPR=1). Authentication request and authentication
response use open authentication.

A client that wishes to perform data encryption in an open Wi-Fi network using enhanced open, indicates
enhanced open AKM in the 802.11 association request with PMF is required (MFPR=1). The DHPE contains
group and the Diffie-Hellman public Key from the client. AOS-W supports Diffie-Hellman Group 19, a 256-bit
Elliptic Curve group.

AOS-W includes the enhanced open AKM and DHPE in the 802.11 association response after agreeing to
enhanced open with PME is required (MFPR=1). The DHPE contains group and the Diffie-Hellman public key
from AOS-W. If AOS-W does not support the group indicated in the received 802.11 association request, it
responds with an 802.11 association response having the status code 77. A status code 77 indicates
unsupported finite cyclic group.

After completing the 802.11 association, PMK and its associated PMKID are created. AOS-W initiates a 4-way
handshake with the client using the generated PMK. The result of the 4-way handshake is the encryption key to
protect bulk unicast data and broadcast data between the client and AOS-W.

Enhanced Open with PMK Caching

If enhanced open has been established earlier, a client that wishes to perform enhanced open with PMK
caching includes a PMKID in its 802.11 association request in addition to the enhanced open AKM, DHPE, and
PMF is required(MFPR=1). If AOS-W has cached the PMK identified by that PMKID, it includes the PMKID in its
802.11 association response but does not include the DHPE. If AOS-W has not cached the PMK identified by
that PMKID, it ignores the PMKID and proceeds with enhanced open association by including a DHPE. The 4-
way handshake is initiated subsequently.

Enhanced Open Transition Mode

The enhanced open transition mode enables a seamless transition from open unencrypted WLAN connections
without adversely impacting the end user experience. It provides the ability for enhanced open and non-
enhanced open clients to connect to the same open system virtual AP.

Two different SSIDs are created for each configured 802.11 open system virtual AP, one for enhanced open
and another for open networks. Both SSIDs operate either in the same band and channel or the band and
channel of the other SSID (the enhanced open transition mode information element includes the band and
channel information). AOS-W always uses the same band and channel.

802.11 beacon and probe response frames of the open BSS include an enhanced open transition mode
information element to encapsulate BSSID and SSID of the enhanced open BSS.

802.11 beacon and probe response frames from the enhanced open BSS include an enhanced open transition
mode information element to encapsulate the BSSID and SSID of the open BSS. Besides, the beacon frame
from the enhanced open BSS has zero length SSID and indicates enhanced open in robust security network
element.

In enhanced open transition mode, AOS-W uses more virtual APs than configured. The number of virtual APs
pushed depends on MultiZone parameters, if configured (maximum SSIDs per zone). During enhanced open
transition mode, depending on the available VAP slots, AOS-W will either push both open and enhanced open
virtual APs or only enhanced open virtual APs. There will be no impact on other virtual APs configured. An
additional enhanced open virtual AP will be pushed to an AP only if it has an available extra slot.

During transition, if there are many enhanced open enabled virtual APs, based on the availability of slots, the
AP will choose to transition all enhanced open virtual APs or configure them as enhanced open-only virtual APs.
That is, if there are 2 enhanced open virtual APs and 4 available slots, the AP will create 2 enhanced open-only
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virtual APs and 2 open virtual APs. If the available slots are 3, the AP will create 2 enhanced open-only virtual
APs and no open virtual APs.

Configuring Enhanced Open

To enable enhanced open using the CLI:

(host) [mynode] #configure terminal
(host) [mynode] (config) #wlan ssid-profile enhanced open mode
(host) [mynode] (SSID Profile "enhanced open mode") #opmode enhanced-open

To enable enhanced open using the WebUI:

. Inthe Managed Network node hierarchy, navigate to the Configuration > System > Profiles tab.
. From the All Profiles list, select Wireless LAN > SSID.

. To create a new SSID profile, click + and enter a name for the new SSID profile in Profile name.

. Configure your SSID settings. The configuration parameters are described in WLAN SSID Profiles.

. In Encryption, select enhanced-open.

. Click Submit.

. Click Pending Changes.

8. In the Pending Changes window, select the check box and click Deploy Changes.

N O ol WON -

To disable enhanced open using the CLI:

(host) [mynode] #configure terminal
(host) [mynode] (config) #wlan ssid-profile enhanced open mode
(host) [mynode] (SSID Profile "enhanced open mode") #no opmode

To disable enhanced open using the WebUI:

. Inthe Managed Network node hierarchy, navigate to the Configuration > System > Profiles tab.
. From the All Profiles list, select Wireless LAN > SSID.

. To create a new SSID profile, click + and enter a name for the new SSID profile in Profile name.

. Configure your SSID settings. The configuration parameters are described in WLAN SSID Profiles.

. In Encryption, unselect enhanced-open.

. Cl